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A Situational Method for Requirements Engineering in E-business Projects

Ir. Alexander Smeitz, Ir. Erwin Folmer

Abstract
Situational method engineering allows methods to be flexible, adaptable, and practical. It is based on the assumption that a method can be created for each specific situation. For this, a situation characterisation is performed, and based on this characterisation method fragments are selected. A complete set of method fragments forms the situational method. This paper presents a situational method tailored for requirements engineering in e-business projects, as e-business differs from traditional software engineering, which influences the requirements engineering process. A so-called selection matrix is introduced that facilitates the construction of the method.
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1 Introduction

Research studies support the fact that requirements play a major role in project failure [1]. Over the last few years, the problems that arise with requirements have been increasingly recognised and requirements engineering has become an important phase in the system and software development process. However, most requirements engineering methods are focused on requirements engineering for traditional system and software development processes, i.e. development for a single customer or for customers with similar interests. System development for e-business is relatively new and, so it seems, more complex than traditional system development. Dealing with one customer is difficult; dealing with two, three or even more customers is more difficult, especially when interests are different and keeping customers aligned with each other is of key importance. The same is true for requirements engineering in this e-business context. This could become a cause for the failure of many e-business projects. The current offering of requirements engineering methods did not fulfil the need for TNO E-Business in e-business projects.

Therefore, TNO E-Business started research on the development of a new or adapted requirements engineering method suited for e-business projects. Flexibility and adaptability were stated as important requisites of the new method. Projects undertaken by TNO E-Business in the recent past proved that the new method should also be highly practical. Situational method engineering addresses these aspects. It has the philosophy that information system development projects should strive for controlled flexibility, being the balance between rigid general-purpose methods and ad-hoc, flexible development [2].

2 Characteristics of e-business

The development of e-business information systems has become a real challenge compared with traditional system development. This is equally true for the requirements engineering part of system development. Certain aspects can be defined that are typical for, or especially important for, e-business projects. Extensive literature search indicated that there are five main aspects for e-business, best described in [3].

1. Greater number and diversity of stakeholders. E-business typically involves multiple organisations or departments; it concerns coupling and integration issues. This implies a greater number of stakeholders. The various organisations have evolved and developed in a different way, are structured differently, and have other core businesses. This means they have diverse interests, expectations and needs regarding the system(s) to be developed. This heterogeneity also implies that trust is a major issue; business partners need to be able to trust each other, as well as the systems and the infrastructure exploited for establishing communication. This results in all sorts of potential problems: conflicts, politics and misunderstandings, to name a few.

2. High level of innovation. E-business projects involve the innovative use of certain existing aspects of system development. The aspects themselves are not necessarily innovative; it is the combination of aspects which are used that is innovative. This means that the level of innovation is relatively high.

3. High degree of dependability. It is imperative to the (commercial) success of an e-business project that the systems are dependable. Dependability involves security (i.e. authentication, confidentiality, non-repudiation, and integrity), reliability (i.e. continuity of service), availability (i.e. readiness for usage), and safety (i.e. non-occurrence of catastrophic events that threaten human life, health, and the environment). A dependable system contributes toward raising and assuring trust in business relationships and services.

4. Changed environment. Due to societal influences and the possibilities of ICT, businesses have less control over their environment that has changed dramatically. As the barriers between traditional business columns have dissolved, businesses are no longer likely to have total control over the systems and networks upon which their e-business applications depend. Relationships with stakeholders...
outside the company have perhaps become more important than they ever were before.

5. **Limited time-to-market.** Ever since the early 1990s, Internet and web technology have been developing rapidly. It is unclear when or whether this will come to an end, but at this point in time it is considered as an aspect of e-business [3, 4, 5]. As with traditional system development, it is important to shorten the time-to-market, because of the stiff competition between companies. In e-business, however, this is even more important, not in the least as the result may be superseded when the project ends.

These five aspects of e-business have a great impact on the requirements engineering process, and therefore played an important part in the development of the situational method.

### 3 Situational Method Engineering

Various field studies show that situation-dependency is particularly important during the first stages of IS development, including requirements engineering [2]. In fact, many development projects fail, because requirements analysis is not performed in conjunction with an assessment of the project situation or the project goals. As a result, a situational method, which is an information systems engineering method tailored and tuned to a particular situation [6], is deemed needed.

![Diagram of Situational Method Engineering](image)

**Figure 1 – The process of situational method engineering**

To engineer such a situational method, several steps need to be carried out. Firstly, a characterisation of the situation is made in which the method will be applied. This characterisation is input to a selection process, where existing techniques and parts of existing requirements engineering methods are selected. Such parts, called method fragments, are stored in a method base. A method fragment is defined as a description of an information systems engineering method, or any coherent part thereof,
whereas a method base is a structured collection, which stores method fragments using a conceptual model containing all types of method fragments, their relationships, properties, and constraints [6]. The unrelated method fragments are then assembled into a situational method, using assembly guidelines to ensure internal consistency and completeness. Figure 1 depicts the generic process of configuring a situational method.

This theory is a way to arrange the information system development process in its entirety, and needs to be modified to be useful in the requirements engineering process. The result of this modification is described in the next paragraph.

4 The situational method

This paragraph describes the situational method for requirements engineering in e-business projects which we suggest.

4.1 Situation factors

The characterisation of the situation in which the method will be applied (the project characterisation) is performed with the use of situation factors, also known as contingency factors. Situation factors are circumstances of the project influencing in some way the selection or construction of an approach to system development [7].

Using an extensive enumeration in [8], a set of 19 situation factors has been selected for this initial research. Because the method will be a requirements engineering method specific for e-business projects, the emphasis in the selection procedure has been put on situation factors typical of this context. This is achieved by deriving the situation factors from the aspects that distinguishes e-business projects from other projects, which were discussed in paragraph 2.

A distinction is made between positive situation factors, and negative situation factors. Positive situation factors contribute to the success of the project when valued high; negative situation factors contribute to the success of the project when valued low.

4.2 Method fragments

Once the project characterisation is finished, the method fragments need to be selected, and assembled into a new situational method. The method fragments used in this model are process fragments, which are descriptions of activities to be carried out within a method [6]. In requirements engineering, we define four activities: data collection, data analysis, requirements generation, and requirements validation. However, these activities are too generic to be included as method fragments. The techniques that are used in these activities however, are not generic. Several properties of these techniques provide means to discriminate, which allows them to be method fragments.
4.3 The selection process

The central idea of the selection process is that for each value of each situation factor a method fragment may be applicable. For instance, when degree of resistance is valued high, workshops can be used. These heuristics are incorporated in a selection matrix (Figure 2), which is used to facilitate the method fragment selection. Here, for each method fragment, a value in the upper left corner of a matrix cell denotes the applicability of the method fragment for the corresponding value of the situation factor. The steps in the selection process are:

1. **Characterising the project.** The characterisation of the project is done by valuing the 19 situation factors. The possible values are high, medium, and low.

2. **Determining the influence of situation factors.** Situation factors may have the same value, but a different degree of influence on the project. To facilitate this, a second property of situation factors is included: influence. The possible values of influence are also high, medium, and low.

3. **Weighting of the method fragments.** When the values of the method fragment and situation factor correspond (and thus the method fragment is applicable), the method fragment receives a weighting score. This enables a better ranking of method fragments. The weighting is performed using a simple weighting scheme. The values of the situation factor and its influence are combined to yield a numeric-weighting factor, which is assigned to the method fragment. This process is repeated for all situation factors.

4. **Calculating the total of the weighting factors.** When the weighting process is completed for all situation factors, the weighting factors are added up to yield a total score for the method fragment. This is done for all method fragments, which creates a ranking based on applicability and importance.

5. **Selecting the method fragments.** For each phase, the total scores for the method fragments are compared. The method fragment with the highest relative score is the most suitable fragment in the current situation, for the concerning phase. If this method fragment cannot be applied for some reason or the other, the next fragment in ranking can be selected, and so forth.

6. **Constructing the method.** The method is constructed by placing the method fragments, selected for each phase, in the right order. Miscellaneous method fragments are optional. The (combination of) method fragments are checked for relevancy before completing the selection process.

After these steps, the situational requirements engineering method can be used for the specific project situation. An example of how to use the selection matrix is given in Figure 2.
### Figure 2 – The selection matrix

#### Example, using the first situation factor: *clarity project goal*.
*The numbers correspond with the numbers in the figure on the left*

1. The value of *clarity project goal* is high. Fill in ‘H’.
2. The influence of the situation factor is medium. Fill in ‘M’.
3. Only the value of the method fragment *questionnaires* corresponds with the value of the situation factor (high). Calculate the weighting factor for value high and influence medium. Fill in ‘2’.
4. Add up all weighting factors in the row of *questionnaires* and fill in the total (for example ‘26’).
5. Compare the totals and determine the rank of *questionnaires* based on the highest number. Fill in the rank (for example ‘3’).
5 Conclusions & Outlook

We believe that the aspects, that are typical for e-business, have a great impact on requirements engineering. Therefore, these aspects are incorporated in the situational method described in this paper. This provides a requirements engineering method tailored for e-business projects. Or, to be more specific, a method tailored for every single e-business project that is performed. The situational method consists of situation factors and method fragments, which makes the method flexible and adaptable. The flexibility is provided by offering several alternatives for techniques in each phase of requirements engineering. The adaptability is provided by offering the possibility to add method fragments to the method base, which is used to store them. Another important requisite of the new method is its ease of use. This is provided by the development of the selection matrix, which can easily be filled in. Finally, the situational method provides quality, by facilitating the selection of techniques that are best for a specific situation.

Although the situational method solves some of the weaknesses of other methods, it still has some shortcomings. It can only assist in finding necessary method fragments, and does not guarantee completeness. Furthermore, the method is complex, because it needs to be assembled based on factors which may not be clear in the beginning of the project. When the method is extended, the number of combinations and rules increase, and thus also the complexity. And, possible computerised support leads to a new dimension of complexity. Finally, the valuing of the situation factors and their influence, and the assessment of the heuristics that support the selection of method fragment, are based on a certain amount of subjectivity, which can only be reduced to some extent.

Validation of the situational method is a complicated matter. Using the method in an actual project is practically the only option. For a more theoretical validation, a case study could be used. If these ways of validating are not possible, a fully theoretical way is a final alternative. For this, a list of elements the method should contain, could be checked.

This paper describes the results of an initial research about this subject. In future projects, the situational method will be extended and improved. Further research includes the following: the advice not to select certain method fragments based on certain values of situation factors; the advice to select certain method fragments based on two (or even more) situation factors instead of one; the advice to select method fragments that fit together; the advice not to select method fragments that exclude each other; incorporating user experience or preferences in the selection process; a decision tool for valuing the situation factors; the integration of Analytic Hierarchy Process (AHP) in the selection process, to provide means for a more thoughtful selection of method fragments; integrating the situational method in existing approaches, like architecture styles; and increasing the flexibility of the method when project members are confronted with changing circumstances.
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Abstract

This paper presents a study with the intent to examine the opportunities provided by creating and using simulation models of software development processes. A model of one software development project was created through means of system dynamics, with data collected from documents, interviews and observations. The model was run using a commercially available simulation tool. The simulation runs indicate that increasing the effort spent on the requirements phase, to a certain extent, will decrease the lead-time and increase the quality in similar projects. The simulation model visualizes relationships between the software processes, and can be used by project managers when planning future projects. The study indicates that this type of simulation is a feasible way of modelling the process dynamically although the study calls for further investigations as to how project and process managers can benefit most from using system dynamics simulations.
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1 Introduction

This study was performed in cooperation with the telecommunication wing of Nippon Electric Corporation, Japan and is based on a development project carried out in 2001. This study is part of a much bigger project aimed at improving the system reliability issues in Telecommunication.

As a step in the constantly ongoing work with quality improvements at NEC, this study was carried out to examine and show if simulation can be used for visualizing how different factors affect the lead-time and product quality. One of the most important factors that affect the lead-time of the projects and the product quality is the allocation of human resources to the different process phases. Thus, the focus of this study is on resource allocation.

Simulation is commonly used in many research fields, such as engineering, social sciences and economics. It is a general research methodology that may be applied in many different areas. Software process modeling and improvement is, of course, no exception and simulation has started to gain a foothold. For example, in [1] a high-maturity organization is simulated with system dynamics models, and in [2] a requirements management process is simulated with a discrete event simulation model. In [3] an overview of simulation approaches is given.

There are several advantages of building and simulating models of software processes eg new knowledge can be gained that can help to improve current processes. Simulation can also be used for training and to enforce motivation for changes.

The objectives of the study presented here are two fold: firstly, to investigate if it is possible to develop a simulation model that can be used to visualize the behavior of selected parts of a software process, and, secondly, to evaluate the usefulness of this type of models in this area. The objective of the model is to identify relationships between processes and mechanisms within a project. The study is focused on the tendencies of the simulation results and not the quantitative aspects. A complete quantitative analysis is currently underway at International Islamic University, Islamabad, Pakistan. Its results will be reported in a future publication.

The outline of the paper is as follows: In Section 2, the method used in the study is described. Section 3 describes the execution of the simulation model. Sections 4 and 5 present, discuss and summarize the results obtained.

2 The Method

This project was designed as a case study. Case studies are most suitable when data is collected for a specific purpose and when a sub goal of the study is to establish relationships between different attributes. A main activity in case studies is observational efforts.

With support from existing results in the literature [4,5], our research was conducted as three consecutive steps: problem definition, simulation planning and simulation operation. This methodology is based on the process-chain concept, but due to a lack of enough appropriate and reliable data, the process in practice went into an interactive pattern. In the first phase, i.e. problem definition, the problem was mapped. Then through deeper definition and delimitation, an agreement was reached as to the objectives of the study.

The main activity in the second phase of the study, simulation planning, was to identify factors influencing the product quality. For this, we wished to test the idea of using simulation models. This seemed natural as most of the ideas for the quality factors were picked up from within the organization eg through interviewing the project team and through available documentation. To create a broader perspective, results and ideas were also taken from the available literature on software processes and related aspects. Influence diagrams were built which included different quality factors and their relationship to each other, but the primary focus was on their effects on lead-time and product quality.
The third phase, operating the simulation model, started with translating a small component of the theoretical model into a simulation tool. Initial test cases showed that the simulation tool worked reasonably properly. More features were added from the theoretical model into the simulation tool and more test runs were performed. The verification and validation of the model was made stepwise through the input of the whole model into the simulation tool, and the comparisons carried out using documentation and by discussions with the lead engineers at NEC, Japan.

3 Development of the simulation model

In simulation modeling, there are two main strategies: continuous and discrete. The continuous simulation technique is based on system dynamics [6] and is mostly used to model the project environment. This is useful when controlling systems containing dynamic variables that change over time.

The continuous model represents the interactions between key project factors as a set of differential equations, where time is increased in steps. In the standard system dynamics tools, interconnected differential equations are built up graphically. A system of interconnected tanks filled with fluid is often used as a metaphor. Between these tanks or levels there are pipes or flows through which the variables under study are transported. Valves that can be controlled by virtually any other variable in the model limit the flows. This mechanism together with the level-and-flow mechanism can be used to create feedback loops. This layout makes it possible to study continuous changes in process variables such as productivity and quality over the course of one or several projects. It is however more problematic to model discrete events such as deadlines and milestones within a project [7,8].

In the discrete model, time advances when a discrete event occurs. Discrete event modeling is preferred when modeling queuing networks. In this context, in its simplest form, one queue receives time-stamped events. The event with the lowest time-stamp is selected for execution. The time-stamp indicates the current system time. When an event occurs, an associated action takes place, which usually involves placing a new event in the queue.

Since time is always advanced to the next event, it is difficult to integrate continually changing variables. This might result in instability in any continuous feedback loops [7,8].

To satisfy the aims of this study, which is to visualize process mechanisms, continuous modeling was used. This was chosen in order to include systems thinking [9] and also because it is often better than the discrete event modelling at showing qualitative relationships.

3.1 Problem definition

The current study is based on a process that is similar to the waterfall model [10]. The whole process is shown in Figure 1, but the simulation model was focused on the requirements and the test phases.

![Figure 1. Process description](image)
The other phases, shown as boxes with broken lines in Figure 1, were excluded to get a less complex model. The requirements phase includes the pre-study and the feasibility study stages. The test phases involve the unit, system and acceptance testing. All these types of tests are included, since the data available did not separate between test types and they also overlapped in terms of time.

### 3.2 Simulation planning

This step included identifying factors that affect the quality of the developed software and the lead-time of the project. This was made through interviews with the project team and based on information in the available literature [11,12].

The relevant project team consisted of seventeen persons, categorized in three groups with whom discussions were held continually during the entire study. Among the factors discovered during interviews, only those considered relevant to software development processes were selected. The identified factors are listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Factors that affect quality and lead-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of personnel in the project</td>
</tr>
<tr>
<td>Level of personnel education</td>
</tr>
<tr>
<td>Level of personnel experience</td>
</tr>
<tr>
<td>Level of personnel salary</td>
</tr>
<tr>
<td>Level of personnel turnover</td>
</tr>
<tr>
<td>Communication complexity</td>
</tr>
<tr>
<td>Geographical separation of the project</td>
</tr>
<tr>
<td>Software and hardware resources, e.g. temperature, lighting, ergonomics</td>
</tr>
<tr>
<td>Amount of overtime and workload</td>
</tr>
<tr>
<td>Level of schedule pressure</td>
</tr>
<tr>
<td>Level of budget pressure</td>
</tr>
<tr>
<td>Amount of new market requirements</td>
</tr>
<tr>
<td>Amount of requirements changes</td>
</tr>
<tr>
<td>Level of inadequate requirements</td>
</tr>
<tr>
<td>Amount of review</td>
</tr>
<tr>
<td>Amount of rework</td>
</tr>
<tr>
<td>Level of structure in the project organization</td>
</tr>
<tr>
<td>Standards that will be adhered to e.g. ISO and IEEE</td>
</tr>
<tr>
<td>Amount of software functionality</td>
</tr>
<tr>
<td>Testing and correcting environment and tools</td>
</tr>
<tr>
<td>Productivity</td>
</tr>
<tr>
<td>Amount of program documentation</td>
</tr>
<tr>
<td>Level of reusable artifacts, e.g. code and documentation</td>
</tr>
</tbody>
</table>

Discussions with those concerned pointed out to the most important factors in respect to both quality and lead-time. The major factors considered to affect the quality and lead-time were chosen to be included in the influence diagrams [13]. Influence diagrams for the requirements and the test phases were built to show how the chosen factors affected the lead-time and the software quality. The importance of each factor for each phase was also considered together with the relationships between the factors. The influence diagram for the requirements phase is shown in Figure 2. The factors shown in the diagram are further explained below.

- Amount of functionality is the estimated software functionality to be developed.
- Amount of new market requirements is a measure of the change in market expectations.
- Amount of requirements changes is a measure of the changes made in the requirements specifications.
- Amount of review involves reviewing requirements specifications.
- Amount of rework is the effort spent on reworking both new and inadequate requirements.
• Communication complexity is an effect in large project groups where an increasing number of participants increase the number of communication paths.
• Level of inadequate requirements is a measure of the requirements specification quality.
• Level of personnel experience is a measure of knowledge of the current domain.
• Level of schedule pressure is the effect of the project falling behind the time schedule.
• Number of personnel is the number of persons working with requirements specifications in the project.
• Productivity is a measure of specifications produced per hour and person.
• Time in requirements phase is the lead-time required to produce the requirements specifications in this project.

It is beyond the scope of this paper to present all details of the simulation model. In this paper the simulation model and related models, such as the influence diagram, are presented in some detail for the requirements phase only and the influence diagram for the test phase are not presented. Main reason being that the requirements phase is by its nature more intuitive and easy to understand than the test phase. For a presentation of details of the complete simulation model with all related models, refer to [14].

Figure 2. Influence diagram for the requirements phase

At the time when the influence diagrams were constructed, causal-loop diagrams were built to get a basic understanding of the feedback concepts. These diagrams are often used in system dynamics to illustrate cause and effect relationships [6]. When examining these relationships in isolation, they are usually easy to understand. However, when they are combined into long chains of cause and effect, they can become complex. The causal-loop diagrams increase the understanding of these complex
relationships. Figure 3 illustrates how the schedule pressure affects the time spent in the requirements phase. An increased schedule pressure increases the error generation, due to a higher stress level. A high error density increases the amount of necessary rework and thereby increases the time in the requirements phase, which in turn increases the schedule pressure. At the same time, high schedule pressure increases the productivity because of its motivational role. Increased productivity decreases the time spent in the requirements phase, which in turn decreases the schedule pressure.

Figure 3: Causal Loop Diagram

Information about the relationships between the factors in the causal-loop diagram is shown by adding an “O” or an “S” to the arrows. An “O” implies a change in the opposite direction, while an “S” implies a change in the same direction.

3.3 Simulation operation

The simulation model was built based on the knowledge gained from creating influence diagrams and causal-loop diagrams. The idea behind the model of the requirements phase is based on a flow of tasks, from customer requirements to finished specifications. In the requirements phase, there is a transformation from uncompleted to completed tasks by the production of specifications. A fraction of the specifications may not be acceptable and therefore there may be a need to rework the loop. Refer to Figure 4.

The test phase in the model is based on the same idea as the requirements phase and is built in a similar way. A flow of test cases is performed, a certain percentage of the functionality needs to be corrected and retested, and the rest is supposed to be acceptable.

This basic model was built using the SIMNEC simulation tool [15] and further developed with help from the factors in the influence diagrams. Factors from the influence diagrams were added to the model in order to affect the levels and flows. The causal-loop diagrams were also considered during the development, to ensure that the model was adapted to systems thinking.

To avoid formulating too complex a model, all the factors in the influence diagrams were not included. Some factors were included indirectly via the parameters in the model. These can be extracted from the parameters and it is therefore possible to control the user interface of the simulation tool eg the communication complexity that is included in the productivity. The construction was carried out incrementally, by adding a few factors at a time and then running the simulation. The values of the parameters were taken from project documentation except for Amount of new market requirements, the value for which was taken from [12]. This parameter was not available in project documentation but the value given in [12] is an average from several software projects and was considered to be valid for this project. Some values were estimated by iteration and verified by discussions with the personnel concerned at the organization.
The verification of the simulation model was carried out through checking that the amount of code used as an input to the model is the same as the amount of output code. The verification also included comparing the time taken in the simulation to the time given according to the project documentation to ensure that the estimations were correct.

The final model for the requirements phase is shown in Figure 5. The flows in Figure 4 form the basis of the final model, which is then further developed. To get a measure of the quality of the specifications, another flow was included, which counts the inadequate specifications. This measure affects the amount of defective code produced in the design and implementation phases which in turn affects the test phases. The design and implementation phases in the simulation model are modeled as a delay. An additional flow was added to the basic model to terminate this phase and start the next phases.

The rest of the additions to the basic model to produce Figure 5 can be grouped as follows, where each group originates from the influence diagram.

- The first group, *Lines of code* and *Functionality*, describes the functionality of the code to be developed. This controls the inflow to the phase.
- The second group, *Percentage, Effort* and *Duration*, allocates a percentage of the planned total effort to the requirements phase and is controlled from the user interface. This makes it possible to study how the amount of resources in the requirements phase affects the lead-time and the quality.
- The third group, *Productivity* and *Duration*, controls the completion rate of the specifications. The *Duration* also affects the amount of inadequate specifications because of the schedule pressure that might increase during the project's duration.
- The fourth group, *Amount of rework* and *Functionality*, decides the amount of the specifications that needs to be reworked after the reviews.

Note that some factors are part of more than one group. This is because some factors affect more than one factor.
4 Results from the simulation

The final model was run to show how a relocation of resources to different process phases affects the quality of the software products and the lead-time of the project. This model included both the requirements phase and the test phase. The model was run several times with different values of the percentage of the planned project effort spent on the requirements phase. Refer to Figure 6. The results are given in precise figures but since there are a number of uncertainties they should be broadly interpreted. The uncertainty arises because of the difficulty in measuring the values of the included factors. It is the trends in the results that are important and not the exact figures.

The simulation runs indicate that the effort spent on the requirements phase has a noticeable effect on the lead-time of the project. The decrease in days, when increasing the effort in the requirements phase, arises from the increased specification accuracy. A more accurate specification facilitates the implementation, decreases the error generation, and then results in a higher product quality from the start. This decreases the amount of necessary correction work and thereby shortens the time spent in the test phase. At a certain point, the total lead-time will start to increase again because the time in the requirements phase stops decreasing while the time in the requirements phase continues to increase. The time in the test phase stops decreasing because there is always a certain amount of functionality that needs to be tested at a predetermined productivity. Note that the number of days in Figure 6 is the total lead-time for the whole project.

In the same manner, the quality increases when increasing the effort in the requirements phase to a certain extent. The simulation runs indicate that the quality optimum appears in the same area as the lead-time optimum. The increase in quality originates from a higher specification accuracy, which is explained above. However, if too much effort is spent in the requirements phase, the quality will start to decrease again because there is less effort left for design, implementation and test tasks.

In order to verify our results, they were compared to results obtained by other researchers [12,16]. Their results points to the same magnitude of effort in the requirements phase for a successful project as the simulation results obtained through our study.
To summarize, the simulations indicate that there is an optimum for both the quality and the lead-time. If the effort in the requirements phase is lower than the optimal value, increasing it towards the optimum will result in increased quality of the developed software and decreased lead-time.

5 Discussion

One output from the current study is a simulation model that visualizes different relationships in a software development process. A simulation of this kind can contribute to enhancing the systems thinking in an organization. Thereby, it is easier for the members of the organization to understand the relationships between the quality factors in the process.

The results from this kind of simulation cannot be interpreted precisely since there are a number of uncertainties (eg the included factors might not be the ones that affect the model the most, the assumed relationships between the factors might not be correct etc) and thus the values of the factors can be incorrectly estimated. However, it is the trends and the behavior apparent in the results that are important and by changing the parameters in the model it is possible to get a picture of how the process mechanisms interact. The results clearly show that there is an optimum for the effort spent in the requirements phase which can be intuitively expected for many projects.

A simulation of this kind can also be used to increase the motivation of the organization to work with quality issues and to increase the product quality early in the project. Another advantage is that the knowledge gained from such simulations can be used in the model building process. The procedure to build such models forces the participants to communicate their mental models with others and to create a common image of the organization’s direction.

Although, it is a simple model based on a single project which needs to be further developed, it can be used by project managers, by only changing the parameters. The structure of the model can also be easily changed by adding or deleting factors and adding or deleting relationships between factors.
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Abstract

In this paper, we compare two methods of doing functional testing of a web-application: automated testing using a test tool, and manual testing. We find that automated testing is surprisingly time consuming when there are large changes in the user interface of the web-application, and when the test scripts were recorded automatically. We found that manual testing was faster when the testers got to know the application and the test plan better.

Keywords

Testing, automated testing, functional testing, manual testing, goal question metric (GQM).
1 Introduction

Testing is one of the most important success factors in software development. Nevertheless testing is often more or less omitted because of time squeeze or lack of knowledge or focus on the importance of thorough testing. Developers and other stakeholders in the development process may also regard testing as boring and not as challenging and interesting as design and development activities. Testing is an activity that in most cases has to be performed repeatedly in a 'test-correct-retest'-loop. One idea to help this problem is to automate testing procedures by using a tool that performs the tedious tasks and also speeds up the test process. There are several comprehensive automated test tools on the market today. Initially, automated testing seems like the perfect solution to the testing problem. However, this allegation is most often found in the tool manufacturer's sales material. Is automated testing the perfect solution? Will the use of such a tool eliminate the testing problems? In this paper we look at these questions and present an experiment where the use of a modern test-tool has been compared with a manual test process. Some of the answers we found confirm some of the assumptions of automated test tools, but we also made some other observations that should be of interest for others that consider taking such a tool into use.

We have narrowed the scope of testing to functional regression testing of web-applications[1]. We define functional testing as [2] "(1) testing that ignores internal mechanisms in a system or component, and focuses solely on the output that is generated as a response to selected input and run conditions, (2) testing that is carried out to evaluate that a system or component act according to functional specifications". This type of testing is done by testing the system via the user interface, basically by submitting data or performing actions and then observe the response and check whether it is as expected or not according to a test plan.

A web application is per definition an application that interacts with the user via a web browser which is served by a web server that hosts the application. The presentation logic is partially located on the server and partially located on the browser. Usually all application and business logic is located on the server side. This architecture brings some extra architectural complexity to the application compared with a rich client application which usually holds both the presentation and application logic, possibly also the business logic. Functional testing of web applications, both manual and automated, must handle this extra complexity [3].

A software system is a product of a continuous process and changes all the time. It is therefore needed to continuously test the system as it evolves to ensure that the product matches the requirements. This repeated testing is called regression testing.

Testing is, or should be, an inevitable part of any software development project. It can be expensive and may conflict with the need of resources for other more 'productive' activities. It is therefore important to establish cost efficient testing routines. Basically, functional testing can be performed in two ways, either manually or automated which means that the manipulation of the system and observation of the results is done by a tool. It is likely to expect that automation of testing, especially of regression testing, will speed up the process, and thereby reduce the costs, compared with manual testing which requires a person to perform the tedious interactions and observations. However, it is not quite clear what other effects automated testing might have, either positive or negative. In which cases would automated testing be the better choice? In which cases should manual testing be preferred? To investigate this, we have conducted an experiment where we compare manual and automated testing in a real software company developing a real software solution.

We continue the article by first describing some of the basic terms. We then give a short description of the settings of the experiment by describing the system being tested and the company that develops and test it. We then present our research method and the results, which leads to a discussion and a conclusion.
1.1 Manual testing

A manual testing process requires a test plan. This plan defines a series of actions and responses. Ideally, the test plan should cover all functionality of the system being tested and also test each function with a wide variety of data to find possible errors when using border values. The test plan is produced manually and it is up to the plan writer to ensure that all, or at least, the most important/critical functionality is included in the test[4].

The test itself is straightforward, the tester performs each action and records the results in a test log. After all actions are performed the recorded results are verified against the expected responses defined in the test plan. This will tell if the test succeeded or possibly if it failed and which function that failed.

1.2 Automated testing

Automated testing requires the use of a tool that completely or partially replaces the human tester. The tool uses a suite of tests that are recorded or programmed by the tester, usually expressed in a script language. The tests are detailed instructions of actions such as submit of data, menu browsing and other ways of using the functionality of the system through the user interface. Each action is paired with an expected or wanted result, for example which data that should be returned, which dialogue that should be displayed etc. With a complete suite of tests the tool can, automatically, perform the tests, log the results and produce a test report describing which tests that succeeded and which that failed and possibly give some explanation that can be used to correct the error or flaw. The motivation for using such a tool may be to speed up the regression testing and to improve the quality of the test results, e.g. the number of real errors found.

There are several tools for test automation available today. For the type of testing being discussed here, 10 is a rough estimate. These tools have more or less a common set of basic functions:

- Recording of tests. The user instructs the tool by performing a sequence of actions which the tool records, usually in some type of script language in such a way that the actions can be reproduced by the tool.
- Script editing. The recorded actions can be edited to fine tune or change the actions.
- Reporting. The tool produces a report that give details about the automated test run.
- Browser independence. The tool supports the use of the most common web browsers by accessing the system using the standard HTTP-protocol
- Change tolerance. The tools handles minor changes in the user interface, e.g. changed location of a login dialogue box.
- Test library. The tool holds a library of recorded test to be reused.

Beyond this, the different tools vary regarding functionality and costs.

In this experiment the test tool being used was Rational Robot from Rational Inc. [2] This tools has a common set of functionality with some other of the most used tools today. It is therefore likely to believe that the results from this investigation apply to other software companies using other, but similar, tools. This paper is not meant to focus specifically on Rational Robot, others have done such assessments comparing several tools [5] including Robot.

1.3 The context

The experiment was done at a small Norwegian software company, in this paper named as Acme Software. This was a part of an internal project focusing on improving the test process. The company wanted to try out a test tool to see if it could improve their test process, which traditionally had been performed manually.
This work started out by selecting the tool to test. Based on a requirements list a survey was performed to find the most appropriate tool. A number of 11 tools were identified. Technical specifications was collected and compared with the requirements. This part of the work concluded that Rational Robot seemed to be the most appropriate tool.

The system being used in the experiment is a company management system, named CMS. It handles project resource management, billing, salary and travel costs etc. CMS is a three layered web application, with a standard database, a web server holding most of the business and application logic and a presentation layer that are accessed using an ordinary web browser. The interface to the server side is kept inside a dynamic link library (DLL) that takes input from the browser and generates HTML-pages as a response (also called an ISAPI-application). There is no preconfigured web pages including scripts on the web server, but seen from a functional testing perspective this does not matter. The test tool interacts with the system being tested using standard HTTP request-response sequences.

2 Method

The starting point for this work was that the company wanted to improve their test process which up till this point was done manually and on a more or less ad-hoc basis. We started out the work by having a GQM-workshop [2] to define which research questions we needed to answer to be able to select the appropriate testing strategy for this company, that is 'manually or automated testing'. The GQM-workshop resulted in the following list of questions to be answered:

a) Is automated testing faster than manual testing?
b) Does automated testing reveal more errors/flaws than manual testing?
c) Is automated testing more interesting (for the testers) than manual testing?
d) How often must automated test be re-recorded?
e) What parts of the test plan is better done manually?
f) Does the automated test tool report incorrect errors?

Then a survey was done to select the apparently most appropriate test tool. This selection was based on a list of requirements that was defined by the company.

To compare the selected test-tool with manual testing we formed an experiment. The basic idea was to perform exactly the same test plan automatically and manually and then measure the time needed to run the test plan.

2.1 Experiment set-up

We carried out a quasi experiment on two versions of the CMS system, each with a manual and automated test, each done by two testers which give a total of eight tests.

A problem in doing repetitive tests of the same system is that the person who is doing the experiment will learn more about testing and about the system under test while doing the test. To make up for this problem, we decided to organise two parallel sets of tests, where one subject would perform manual testing and then automated testing, while the other would first do automated testing, then manual testing on the same version of the CMS system.
We then got a list of experiments as follows:

<table>
<thead>
<tr>
<th>Step</th>
<th>System</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>Test tool course for A and B</td>
</tr>
<tr>
<td>2</td>
<td>CMS August 2001</td>
<td>Manual test for subject A</td>
</tr>
<tr>
<td>3</td>
<td>CMS August 2001</td>
<td>Automated test for subject B</td>
</tr>
<tr>
<td>4</td>
<td>CMS August 2001</td>
<td>Automated test for subject A</td>
</tr>
<tr>
<td>5</td>
<td>CMS August 2001</td>
<td>Manual test for subject B</td>
</tr>
<tr>
<td>6</td>
<td>Today’s CMS</td>
<td>Manual test for subject A</td>
</tr>
<tr>
<td>7</td>
<td>Today’s CMS</td>
<td>Automated test for subject B</td>
</tr>
<tr>
<td>8</td>
<td>Today’s CMS</td>
<td>Automated test for subject A</td>
</tr>
<tr>
<td>9</td>
<td>Today’s CMS</td>
<td>Manual test for subject B</td>
</tr>
</tbody>
</table>

Table 1 - experiments

Before conducting the experiment, we interviewed the subjects A and B to find if their knowledge of the CMS system differed. We conducted a course in the test tool to make subjects equally skilled in using the system.

The two versions of the system we used for testing were:

- An old version of CMS, from August 2001, named CMS1
- Today's version of CMS (2002), named CMS2

We used the same database for each of the two versions.

For each experiment, we had one observer watching the subjects performing the functional test, either using the tool or doing it manually. The observers asked the subject to "think aloud", and:

- Registered what the subject was saying for each test-case in the test-plan.
- Registered the time usage for each test-case in the test-plan.

2.2 The test plan

The test plan being used for both the manual and automated tests includes 73 actions to be performed, addressing the most important features of the system. Examples: "Change start date to 2002.01.13 and verify that the systems displays an error message" and "Choose week 44 and register 8 hours on Monday on the 'Prestudy'-project, verify that 'planned hours' equals 50 and 'rest' equals 34".

The manual test means that the tester goes trough the list, performing the actions and logging the results, step by step. The automated tests mean that the tester records a script for each of the actions and uses the test tool to describe the expected result from each action. The script is then executed by the test tool which compares the actual results with the expected results and reports any variance.
3 Results and discussion

The results from the eight tests are presented in the table below:

<table>
<thead>
<tr>
<th>CMS version</th>
<th>CMS1</th>
<th>CMS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of test</td>
<td>Manual</td>
<td>Automated</td>
</tr>
<tr>
<td>Tester A</td>
<td>B</td>
<td>A</td>
</tr>
<tr>
<td>Record/play</td>
<td>record</td>
<td>play</td>
</tr>
<tr>
<td>Testplan, tasks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Log in</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2 Customer register</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>3 Project register - main project</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>4 Project register - sub project</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5 Project membership</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6 Time registration</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>7 Travel bill - main</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8 Travel bill - specifications</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>9 Travel bill - last part</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>10 Project status</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total time</td>
<td>54</td>
<td>48</td>
</tr>
</tbody>
</table>

Table 2 - recorded data (time)

(Note: The first test performed was CMS1, automated, tester B. For this test only the total time spent was recorded. After this it became clear that it was needed to record times for each task in the test plan. This explains the missing data.)

Based on these figures we can draw some conclusions:

- **Test recording using the tool was more time consuming than manual testing**
  It was more time consuming to execute the test plan with the test tool in record modus (as opposed to just run the plan manually). The average for the two versions of the system and the two testers the manual test took 44,9% of the time it took to record the same test plan using the test tool. The reason for this is that the tester had to handle the test tool and that he had to spend some time to handle errors in the generated test script. The tester should ideally not notice that the tool registers the script. It also took some time to verify that the generated test script worked correctly. This could be a novice phenomenon. It is also reasonable to believe there will be fewer errors in the test scripts as the tester gets used to the test tool and its weaknesses and strengths.

- **Manual testing of version 2 of the system was less time consuming than the testing of version 1**
  The figures show that the total time for the two testers doing the manual tests of version 1 took 102 minutes while the total time for version 2 took 72 minutes. Manual test of version 2 took consequently 70,6 % of the time it took to test version 1 manually. By doing the tasks in the test plan once both testers get known to the system being tester and no less also got known to the test plan. This resulted in the reduction of time sent on the manual tests of version 2.

- **Playback of the recorded scripts was time consuming**
  For version 1, tester 1 and 2 spent respectively 176 and 84 minutes just to run the generated test script. For version 2 the testers spent respectively 133 and 102 minutes. Ideally, this should take much less time than these figures shows. When the scripts were played the testers experienced that the generated scripts failed, which cost quite a lot of time for fault correction. The playback was interrupted repeatedly and the testers spent time to correct the problem and get started over again. One example is that the test tool did not handle the change of forms (in the web browser) smoothly, therefore the tester had to manually by-pass this problem, which was time consuming. This tells us that it is important (at least for this tool) to the system being tested must have exactly the same state as when
the script was recorded. In this case this means that the database must be identical, it must hold exactly the same customer data, project data etc.

- **Straight reuse of the test script was problematic**

Initially, the idea was that a record test script (or set of scripts) should be replayed on version 2 of the system and thereby save time as opposed to repeated manual testing. The figures show that the tester nevertheless had to spend much time on re-recording/editing of the scripts. The reason for this is that there had been done quite a lot of changes in the system. Consequently, the scripts recorded for version 1 was not completely reusable for version 2. Both changes in GUI and changes in functionality affect the reusability of test scripts; extensive changes in the system require extensive changes in the test scripts. If the extent of changes is extensive enough it will be more effective to just rerecord the complete test script instead of spending time correcting the script that was generated using a previous version of the system being tested. In this experiment we did not collect enough data to estimate a break-even value where script reuse is not cost effective.

Beyond these key findings we have some additional experiences that are worth mentioning:

- For the tool used in this experiment, it was practical to record the test plan into a set of scripts and to give the scripts meaningful names. This makes it easier to re-record or edit parts of the test plan and leave the partial scripts that are ok as they are.

- If the test tool are to be used during the development extension of a system it is practical to also continuously develop the test plan to keep it up to date with the system it is meant to test.
When doing repeated tests (regression testing) the use of a tool for automated tests will reduce the total time spent on testing. However, it takes some repetitions to achieve this time profit. The following figure illustrates a possible scenario:

![Figure 1 - a possible scenario](image)

In this experiment we did not collect data to calculate the actual figure; the figure here presents the idea. The time used on repeated manual tests will decrease, but will reach a minimum that is higher than the minimum for automated tests. The time spent on automated tests will probably decrease rapidly for each iteration when errors/problems with the test scripts are fixed. After some iterations we will find a break even value. If the tool is not used frequently enough it will be more profitable to do manual testing. In addition, it also takes some time to get used to the tool initially.
4 Conclusion

After having performed an experiment with automated and manual test of two versions of a web-application, we found the following answers to the questions we presented earlier:

- Is automated testing faster than manual testing?
  
  We found that the automated test tool was considerably slower for the two versions of the web application.

- Does automated testing reveal more errors/flaws than manual testing?
  
  We found the same number of errors with manual and automated testing.

- Is automated testing more interesting (for the testers) than manual testing?
  
  The testers appreciated working with the tool compared to doing the manual tests, but the script-editing with the test tool was rather tedious.

- How often must automated test be re-recorded?
  
  We had to re-record test scripts very often due to changes in the user interface of the web application.

- What parts of the test plan is better done manually?
  
  In this case, we found that all parts of the test plan were done more efficiently manually.

- Does the automated test tool report incorrect errors?
  
  We found no incorrect errors in the error logs from the test tool.
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Abstract

This paper aims to present a framework for software measurements for the implementation of the goals of the Requirements Management Key Process Area (KPA) of the Capability Maturity Model (CMM), and provides practical guidance to implement the Requirements Management KPA. The CMM, developed by the Software Engineering Institute (SEI) is not well supported by software measurement and it is somewhat complex. An application of the Goal/Question/Metric (GQM) paradigm to the Requirements Management KPA is also presented. Hopefully, the metrics obtained, as a result of the current study, will help small-to-medium sized enterprises to satisfy the goals of the Requirements Management KPA.
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1 Introduction

Software processes are considered to be the main area for quality improvement. There are two main streams within Software Process Improvement (SPI) [1]. One is based on the assessment of organizations’ capability, e.g. Capability Maturity Model for Software (SW-CMM) [2], Software Process Improvement Capability dEtermination (SPICE) [3], BOOTSTRAP [4], and the ISO9000 family. The other is based on measurements of software practices within an organization, e.g. Goal/Question/Metric (GQM) [5], Quality Improvement Paradigm (QIP) [6], and Application of Metrics in Industry (AMI) [7]. These approaches complement each other, however, they are seldom applied together [1] eg the SW-CMM developed by the Software Engineering Institute is intended to help software organizations to improve the maturity of their software processes, but is weakly supported by a measurement-based approach. In the present study, we propose a set of measures for the Requirements Management Key Process Area (KPA) of the SW-CMM. The aim is to combine the assessment and measurement based methodologies as mentioned above. The underlying assumption being that it is easier and less expensive to focus on the measurement and improvement activities of a specific process area rather than measure and improve all the process areas at once. The Requirements Management KPA has been chosen because it is important to control the continuing definition of requirements as they change throughout the software development life cycle.

Initially, our approach will be implemented for a small-scale academic project at the International Islamic University, Islamabad, Pakistan and the measures vigorously tested at Ms. Myson Engineering Systems, a medium sized company in Islamabad, Pakistan. Hopefully, the results of our study will help to demonstrate that a joint approach is more complete than an assessment or measurement based approach and that the measures obtained can be used in quantifying the amount of changes to requirements and to predict the cost of such changes.

In the present work, we apply the GQM paradigm, analyze and implement the Requirements Management KPA of the SW-CMM and its key practices [8].

We first present a comprehensive set of software measures for the implementation of the goals of the Requirements Management KPA within the SW-CMM. Then we detail a simple method for improving the Requirements Management activity. Finally, we present a practical approach with general guidance for small-to-medium sized enterprises (SMEs) trying to fulfill the goals of the KPA.

2 The Requirements Management KPA of the CMM

As defined by the SEI Technical Report [2], the CMM is composed of 5 distinct levels: Initial, Repeatable, Defined, Managed, Optimizing where each level, except the initial, has several Key Process Areas (KPA) eg one level 2 KPA is "Requirements Management". According to [8], its purpose is "to establish a common understanding between the customer and the software project of the customer's requirements that will be addressed by the software project". This suggests that the requirements of a software project should be complete, clearly documented, unambiguous, controlled, etc., in order to design a software product, which satisfies the customer's needs. Often, requirements change throughout the software development life cycle but the control of the change requests is usually poor. The activity of "Requirements Management" is focused on the control of the requirements gathering, establishing an agreement between the customer and the software team on the requirements, checking, reviewing and managing the changes on requirements. The objective is to ensure that the final product meets the customer requirements.
3 The GQM Paradigm

The Goal/Question/Metric (GQM) paradigm is a method for helping an organization to focus the measurement program on their goals. It suggests that an organization should have specific goals in mind before data are collected [5]. GQM does not specify concrete goals - it provides a structure for defining goals and refining them into a set of quantifiable questions. The questions imply a specific set of metrics and data to be collected in order to achieve these goals.

The GQM paradigm consists of three steps:

- Specify a set of goals based on the needs of the organization and its projects. Determine what should be improved or learned. The process of goal definition is supported by templates (refer to figure 1 [5]) and the goals are defined in terms of purpose, perspective, and environment.

- Generate a set of quantifiable questions by translating business goals into operational statements. Basili and Rombach [5] provide guidelines to classify questions as product-related or process-related.

- Define a set of metrics that provides quantitative information to answer the quantifiable questions. Generally, each metric can provide information to answer several questions and sometimes a combination of metrics is needed to provide the answers to questions.

### Purpose:
- Analyse some
  - (objects: processes, products, other experience models, …)
- for the purpose of
  - (why: characterization, evaluation, prediction, motivation, improvement, …)

### Perspective:
- with respect to
  - (focus: cost, correctness, defect removal, changes, reliability, user friendliness, …)
- from the point of view of
  - (who: user, customer, manager, developer, corporation, …)

### Environment:
- in the following context
  - (problem factors, people factors, resource factors, process factors, …)

**Figure 1: Goal Template**

Once the steps are identified, data are collected and interpreted to produce answers to the quantifiable questions to fulfill the goals of the organization [1,5].
4 Application of the GQM to CMM

4.1 Step 1: Specifying goals

The CMM and the GQM can be easily intertwined. The CMM defines one or more goals for each KPA as shown in figure 2. These goals can be used at the first step of the GQM process. There are two distinct goals for the Requirements Management KPA [8] which states the following:

"System requirements allocated to software are controlled to establish a baseline for software engineering and management use"

"Software plans, products and activities are kept consistent with the system requirements allocated to software"

The first goal focuses on the control of requirements to set up a baseline that serves as a standard by which things are measured or compared. If the requirements are not controlled, there will be no clear picture of the final product. The main focus of the second goal is the consistency between the requirements and the software product developed as a result of these requirements. The goals presented above can be redefined by applying the goal template in figure 1 as follows:

Goal 1: To Analyze the system requirements allocated to software for the purpose of establishing a baseline with respect to the control of the requirements from the point of view of academy and the software manager, in the context of the company where the Requirements Management is implemented.

Goal 2: To Analyze software plans, work products and activities for the purpose of consistency with the system requirements allocated to software from the point of view of academy and the software manager, in the context of the company where the Requirements Management is implemented.

4.2 Step 2: Generating questions

The second step in the GQM process requires the generation of a set of quantifiable questions. For the purposes of the present study, the questions have been produced by applying the guidelines for process related questions [5], analyzing the goals of the Requirements Management KPA and its Key Practices [8] word by word and by referring to research papers. For some questions a rationale will also be given to better understand the questions.
Questions for the First Goal of the Requirements Management KPA

Analysis of the first goal suggests two fundamental questions: how can the requirements be controlled? And why should we control them? We know that it is not possible to specify at the beginning exactly what the customer wants. Neither is it possible to dictate the frequency or desirability of changes. The changes can come at the worst moment and impede our ability to complete a project within the allocated resources of budget and time. The one possibility is to control the continuing definition of requirements as they change throughout the development life cycle [9].

Any information on requirements can help to establish control. It is especially important to know the starting and the final sets of requirements. To increase the control of the requirements, their status (eg new, analyzed, approved, documented, rejected, incorporated into the baseline, designed, implemented or tested, etc) as well as their stability could be investigated (refer to questions 1 and 2 in table 1). Requirements stability is concerned with the changes made in requirements, therefore a set of questions (eg questions 3-9 in table 1) about requirements changes can be defined to refine the question 2. The level of requirements stability can also be measured by having information about the size of the requirements and by identifying problematic requirements (refer to questions 10-12 in Table 1).

Once there is control over the requirements, a baseline can be established. Thus, some questions about how the requirements are documented, and how many of them are included in the baseline, are defined (refer to questions 13-15 in table 1).

Table 1: Questions and measures for the 1st goal of the Requirements Management KPA

<table>
<thead>
<tr>
<th>Sr.No.</th>
<th>Questions</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What is current status of each requirement?</td>
<td>Status of each requirement</td>
</tr>
<tr>
<td>2</td>
<td>What is the level of the stability of the requirements?</td>
<td># initial requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td># final requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td># changes per requirement</td>
</tr>
<tr>
<td>3</td>
<td>Why are the requirements changed?</td>
<td># initial requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td># final requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td># changes per requirement</td>
</tr>
<tr>
<td></td>
<td></td>
<td># test cases per requirement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Type of change to requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reason of change to requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Major source of request for a change to requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Phase where change was requested</td>
</tr>
<tr>
<td>4</td>
<td>What is the cost of changing the requirements?</td>
<td>Cost of change to requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Size of a change to requirements</td>
</tr>
<tr>
<td>5</td>
<td>Is the number of changes to requirements manageable?</td>
<td>Total # Requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td># changes to requirements proposed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
|   |   | # changes to requirements open  
|   |   | # changes to requirements approved  
|   |   | # changes to requirements incorporated into base line  
|   |   | # changes to requirements rejected  
|   |   | The computer software configuration item(s) (CSCI) affected by a change to requirements  
|   |   | Major source of request for a change to requirements  
|   |   | Requirement type for each change to requirements  
|   |   | # requirements affected by a change |
| 6 | Does the number of changes to requirements decrease with time? | # changes to requirements per unit of time |
| 7 | How are affected groups and individuals informed about the changes? | Notification of Changes (NOC) shall be documented and distributed as a key communication document  
|   |   | # affected groups and individuals informed about NOC |
| 8 | How many other requirements are affected by a requirement change? | # requirements affected by a change |
| 9 | In what way are the other requirements affected by a requirement change? | Type of change to requirements  
|   |   | Reason of change to requirements  
|   |   | Phase where change was requested |
| 10 | Is the size of the requirements manageable? | Size of requirements |
| 11 | How many incomplete, inconsistent and Missing allocated requirements are identified? | # incomplete requirements  
|   |   | # inconsistent requirements  
|   |   | # missing requirements |
| 12 | Does the number of “To Be Done” (TBD) decrease with time? | # TBDs in requirements specifications  
|   |   | # TBDs per unit of time |
| 13 | How are the requirements defined and documented? | Kind of documentation |
| 14 | Are the requirements scheduled for implementation into a particular release actually addressed as planned? | # requirements scheduled for each software build or release |
| 15 | How many requirements are included in the baseline? | # baselined requirements  
|   |   | phase when requirements are baselined |
Questions for the Second Goal of the Requirements Management KPA

The purpose of the second goal is mainly to maintain consistency between the requirements and the software project, therefore it is suggested that traceability among the software documents is kept. Traceability between requirements and the software project facilitates the analysis of the effects of a software change and reduces the effort to locate the causes of a product failure. Tracking the requirements and changes made to requirements can help to maintain traceability among the requirement documents (refer to questions 1-7 in Table 2).

Changes to requirements also affect the status of associated documents. Therefore it is suggested that a status check (e.g., identified, evaluated, assessed, documented, planned, communicated to affected groups and individual, and tracked to completion etc) of other documents (e.g., software plans), work products, and activities is also kept.

Table 2: Questions and measures for the 2nd goal of the Requirements Management KPA

<table>
<thead>
<tr>
<th>Sr.No</th>
<th>Questions</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Does the software product satisfy the requirements?</td>
<td>• # initial requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• # final requirements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• # test cases per requirement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Type of change to requirements</td>
</tr>
<tr>
<td>2</td>
<td>What is the impact of the changes to requirements on the software project?</td>
<td>• Effort expended on Requirements Management activity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Time spent in upgrading</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• # documents affected by a change</td>
</tr>
<tr>
<td>3</td>
<td>What is the status of the changes to software plans, work products, and activities?</td>
<td>• Status of software plans, work products, and activities</td>
</tr>
<tr>
<td>4</td>
<td>Are the requirements scheduled for implementation into a particular release actually addressed as planned?</td>
<td>• # requirements scheduled for each software build or release</td>
</tr>
<tr>
<td>5</td>
<td>How are the requirements defined and documented?</td>
<td>• Kind of documentation</td>
</tr>
<tr>
<td>6</td>
<td>Does the number of TBDs prevent satisfactory completion of the product?</td>
<td>• # TBDs in requirements specifications</td>
</tr>
<tr>
<td>7</td>
<td>Are all development work products consistent with the requirements?</td>
<td>• # inconsistencies</td>
</tr>
</tbody>
</table>

4.3 Step 3: Defining goals

The third step of the GQM process is to define a set of metrics that provides quantitative information
necessary to answer the questions. For the purposes of the present study, the measures are presented in tables 1 and 2. There are overlaps among the questions for the two goals and the measures. This is acceptable as the same measures can be used to give information to answer different questions. Some of the measures are suggested by SW-CMM (e.g., status of allocated requirements, change activity, cumulative number of changes to allocated requirements, etc.) whereas several of the other measures are those recommended by [10].

Once the three steps of the GQM paradigm are defined, an organization needs to determine ranges for “good data” (for instance, a company could accept no more than three change requests per week). The data needs to be collected and compared to the “good data”, and eventually improvement actions are taken. A comparison of the data for the actual project with the data collected for previous projects will provide a baseline for the requirements and give meaning to the measures.

5. Testing the measures in a company

At the time of writing, a framework has been developed and we are just beginning to test the measures at Ms. Myson Engineering Systems, a medium-sized company in Islamabad, Pakistan, which has used SW-CMM and successfully improved their software process to CMM level 3. The ongoing project is an expansion of a project for Ufone (a cellular telephone service provider).

The tests are being conducted following the guidelines suggested in [11]. The results are not yet available, as only the first step of the experiment process (definition of the experiment) has been completed:

Object: Requirements Management activity at Ericsson Erisoft AB in Umeå, Sweden

Purpose: Evaluate the impact of the measures to improve the Requirements Management activity

Quality focus: Control of the requirements

Perspective: Academy

Context: Medium-sized company

Results of the experiment will be made available in a later publication.

As we are beginning to test the measures, we are also in the process of planning the study (which is the second step of the experiment process). Here we are also focusing on the company’s organizational structure, and the software processes used in the company. The processes currently used are a modified version of PRINCE2 as the management process and RUP (Rational Unified Process) [12] as the software development process. The authors also intend to map the terminology used by the people in the company to the CMM terminology. Some data from studying one particular increment has been compiled. A preliminary conclusion of this study is that the domain analysis is not done very deeply and the requirements are added and changed during the software life cycle.

6. Concluding Remarks and Future Directions

An application of the GQM to the Requirements Management KPA has been reported.

The set of questions and measures presented should be tailored to the particular organization. All CMM level 1 companies interested in improving the Requirements Management activity are suggested to select an appropriate subset of these measures as the starting point. For instance, a level 1 organi
zation would probably have poorly defined requirements. The visibility of the process is very low at this level, and it is difficult to measure the process. Therefore, it is suggested that they count the number of requirements and changes to those requirements to establish a baseline. Other level 1 companies (eg those in [13]) need to document the requirements before starting to measure. A company like Ms Myson Eng. in Islamabad, Pakistan (who has improved the process through the CMM in the past), can collect all the data regarding the change activity. This is possible because information about change requests is stored in reports and database.

The measures produced, as a result of the study, will provide the organization with improved visibility and better insight into the Requirements Management activity, thus improving the software process a small step towards the goal of having a repeatable process. The measures will also be used in quantifying the amount of changes to requirements and to predict the cost for such changes, thus helping to control requirements and changes to the requirements. If the process is repeatable, more information on requirements can be collected such as the type of each requirement (eg database requirement, interface requirement, performance requirement, etc.) and change requests to each type. In general, the metrics collection will vary with the maturity of the process.

In the present study, we have combined the assessment and measurement based methodologies by analyzing the Requirements Management KPA of the SW-CMM and its key practices [8], and applying the GQM paradigm. We believe the results obtained will be relevant to areas such as Requirements Management, Software Measurement, Software Process Improvement, Software Quality, etc.

The current project is continuing. The measures obtained, will be used for the elicitation of requirements information in the aforementioned company. For each measure proposed, improvement actions will be suggested to help the management team. After these actions are taken, an enterprise can follow the approach described in AMI [7], which suggests a four step process (analyze, act, metricate, and improve) to continue with the improvement of the KPA. The measurements will be automated as far as possible. Finally, the application of the GQM to all the KPAs of the CMM levels will be considered and reported in future publications.
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Abstract

The BOOTSTRAP assessment method, which DELTA uses, includes collection of the interviewees’ perceptions of what the strong and weak processes in their own development process are.

They fill out ten sticky notes each with their spontaneous perception of the process maturity situation – five with the names of the weakest processes and five with the names of the strongest processes. These sticky notes are used to control the interview flow – such as subject and time used per interviewee.

DELTA has performed nearly 60 assessments. The data used for this analysis comes from the 50 assessments performed using BOOTSTRAP 2.3 and is based on 8678 stickers.

The purpose of this paper is to give the main conclusions of this work, and specifically answer the following questions:

- Is an organization able to identify strengths and weaknesses by asking “itself” – or formulated more precisely:
  - Is it possible to identify a correlation between the employees’ perception of the strength and weaknesses in the organization and the maturity of the processes?
  - Is it possible to identify a correlation between the employees’ perception of the strength and weaknesses in the organization and the recommendations for improvement identified in the assessment?

- Is there any difference between the way management and the project members perceive the situation?

The answers to these questions are: It depends on the process area and on how involved the employees are in the particular process. The article goes into details with the data analysis and gives the argumentations for this statement.

This work is performed in the project Talent@IT, which is a large 30 person year Danish SPI research project, which will run for the next 3 years. The project is funded in part by the Danish government - the Ministry of Science, Technology and Innovation.

Keywords

CMM, BOOTSTRAP, Process Improvement, Organizational Knowledge Improvement.
1 Introduction

This work is a part of the project Talent@IT, for which the goal is to develop a model and a corresponding method to assess an organization’s capability in relation to process improvement and innovation. Talent@IT is a so called centre contract – a co-operation between the IT-University at Copenhagen, PBS, Danske Bank, ATP-Huset, SimCorp, and DELTA – with support from the Ministry of Science, Technology and Innovation. In this work several different types of data collection and analysis are evaluated. This paper is an example of this work. This paper is the first presentation of results from this analysis. Further analysis will hopefully bring new results.

The assessments are performed mainly in organisations in Denmark but also organisations in other parts of Europe and North America have been assessed. The assessed organisations are from many different organisational units. Approximately half of the assessed organisations are producing administrative software, the other half are producing embedded software.

We would like to thank Anne Mette Jonassen Hass for her indispensable database support and Robert Olesen for use of his statistical competence to verify the significance of the results. Without this support, this paper had ended up in data chaos and without statistical solidity. The authors also wish to thank Anne Mette Jonassen Hass, Robert Olesen and Ole Andersen for valuable reviews, comments and discussions.

2 Introduction to the BOOTSTRAP Model and Method

The basis for this work is generated during use of BOOTSTRAP version 2.3. Because of this, a brief introduction is necessary.

BOOTSTRAP version 2.3 consists of an assessment method and a model for software development activities. The model is shown in Figure 1 below. The BOOTSTRAP method involves a preliminary meeting, an assessment week, and delivery of an assessment report.

The aim of the preliminary meeting is to give assessors an overview of the organization and to ensure management commitment to the assessment and the SPI activities that will follow. During the assessment week, the assessment team—consisting of at least two certified assessors—spends three to four days interviewing key people in the organization. Although we call it a “week,” the actual length of this assessment period varies depending on how many projects we’re assessing. On the average, we assess management and four projects, but we might assess more (or fewer) depending on the nature of the organisation’s typical projects.

The assessment week starts with an opening meeting that offers assessment participants a general introduction to the BOOTSTRAP model and method. The goal of the meeting is to give all participants the same starting point. We then begin the interviews. We base our detailed assessments on two questionnaires: one for the Software Producing Unit, or SPU (typically the organization’s management); and one for the project teams. The first part of a questionnaire asks general questions and the second part covers the Bootstrap model and features about 200 detailed questions.

The assessment week concludes with a meeting in which we present the preliminary results of the assessment. We then further analyse the results and deliver a final report.

The BOOTSTRAP method includes an algorithm for generating detailed maturity profiles from the completed questionnaires. The result is a set of profiles that rates the maturity on a scale from 1 to 5, with a precision of 0.25 for each of the process areas defined in the model. We produce a set of profiles for the SPU and a set for each of the assessed projects. The SPU set of profiles shows management’s support for the projects that they are ultimately responsible for. The second sets of profiles show the practices in the projects. Using these maturity profiles, we can identify strengths and weaknesses for the overall organization, as well as the areas that most urgently need improvement. Our suggestions for improvement areas are also based on additional information such as benchmarking against similar organisations, and the nature of the target organisation, its products, and the market. The final assessment report contains a list of the top four to seven improvement areas and a preliminary plan for implementing improvements in the organisation.
2.1 The interview Form

The interview form is important in relation to this paper. It includes gathering of the interviewees’ spontaneous perception of the process maturity situation – and this is the basis of the analysis performed in this paper.

During the opening meeting, the assessment participants are provided with the detailed information about the processes in the maturity model, such as substance and requirements in relation to each maturity level.

An interview starts with a short presentation of each person and some questions from the general questionnaire. After this, each person gets ten sticky notes, which they use as follows:

- They write their name on each sticky note
- On five of the sticky notes, they write a minus (the minus stickers), and on the other five sticky notes they write a plus (the plus stickers)
- On each of the five minus stickers they write the name of one of the five processes that they feel are the weakest processes or perhaps even missing processes – seen from their perspective
- On each of the five plus stickers they write the name of one of the five processes that they feel are the strongest processes – seen from their perspective

During this work the participants are not allowed to discuss the processes. The only help is a short description of the model and processes, including keywords and definitions – and of course the information given at the opening meeting. This exercise takes approximately 10 minutes.
The sticky notes are grouped and placed at a whiteboard. This gives the participants in the interview (including the assessors) a first visual impression of the employees’ own feel for the situation (i.e. which processes have most attention in positive and negative direction).

From the whiteboard the interviewing assessor now picks the sticky notes pertaining to one process and address these. This technique makes it possible to control the interview (bring all the interviewees in play, and divide their speaking time equally). It also gives the participants an overview of how the assessment proceeds and keeps the relation to the maturity model.

### 3 Data Background

Three types of data are collected and analysed:

- The interviewees’ perception of the processes provided via the stickers.
- The assessment results presented as maturity profiles and one overall maturity level rating.
- The process improvement recommendations given by the assessors.

In the following sections this data background is presented.

#### 3.1 Stickers

As mentioned above the BOOTSTRAP assessment method, which DELTA uses, includes collection of the interviewees’ perceptions of which the strong and weak processes in their own development process are – using the five plus stickers and the five minus stickers.

The stickers were produced immediately after the presentation of the processes defined in the BOOTSTRAP 2.3 model. Because of this, each sticker refers directly to a BOOTSTRAP process and therefore it is interesting to see if there is a correlation between the interviewees’ perceptions and the maturity as assessed by the BOOTSTRAP assessors.

The stickers from the assessments are the ones that are used for the analysis in this paper. The analysis is based on stickers from 1061 people that participated in 241 group interviews. 50 of these interviews were with management groups, called SPUs, in as many organisations. In these 50 organisations 191 group interviews were performed with representatives from individual projects in the organisations producing software products.

At the 241 interviews the 1061 people have produced 8678 stickers identifying processes that they feel work well in their organisation (4541 plus stickers) and processes that don’t exist or need to be improved (4137 minus stickers).

The number of stickers is too small, if everybody is to produce 10 stickers – this is mainly due to the fact that stickers mentioning the BOOTSTRAP process areas under Technology (see Figure 1) are excluded.

<table>
<thead>
<tr>
<th>No. of interviews</th>
<th>No. of people</th>
<th>Plus Stickers</th>
<th>Minus Stickers</th>
<th>Total Stickers</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPU’s</td>
<td>50</td>
<td>261</td>
<td>1180</td>
<td>1046</td>
</tr>
<tr>
<td>Projects</td>
<td>191</td>
<td>800</td>
<td>3361</td>
<td>3091</td>
</tr>
<tr>
<td>Total</td>
<td>241</td>
<td>1061</td>
<td>4541</td>
<td>4137</td>
</tr>
</tbody>
</table>

Figure 2: Scope of the analysis

After each interview session the BOOTSTRAP assessors calculate a maturity profile, i.e. a maturity level for each of the process areas as well as an overall maturity level, based on the BOOTSTRAP algorithms.

Combining the stickers with the maturity levels for projects and SPUs makes it possible to calculate
the frequency of plus and minus stickers related to the individual process areas. These calculations will be made for selected process areas based on data where the process areas have been recommended for improvement and based on data where the process areas not have been recommended.

### 3.2 Maturity Level

![Overall Maturity SPUs](image1)

**Figure 3 Overall BOOTSTRAP Maturity of all SPUs.**

There is a large variation between the maturity levels of the organisations included in this investigation. This is because DELTA as an independent organisation has performed BOOTSTRAP assessment for many different organisations. Projects and SPUs with maturity levels from 1.00 to 3.75 are represented in this investigation. The maximum, mean, and minimum scores for all process areas in the BOOTSTRAP model are shown in Figure 3 for all the SPUs.

The maximum, mean, and minimum scores for all process areas in the BOOTSTRAP model are shown in Figure 4 for all the projects.

![Overall Maturity Projects](image2)

**Figure 4: Overall BOOTSTRAP Maturity of all projects**

### 3.3 Recommendations

As a part of each BOOTSTRAP assessment, a number of process areas are selected and recommended for process improvement. The number of recommended process areas for an organisation varies between four and seven depending on the organisation’s ability to handle process improvement
and the resources needed to improve each process.

Based on the 50 BOOTSTRAP assessments performed by DELTA 294 recommendations were given in total. Of these, 167 recommendations or 57%, were in the following 6 areas:

<table>
<thead>
<tr>
<th>Process name</th>
<th>No. of Recommendations</th>
<th>Recommended to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Management</td>
<td>38</td>
<td>76%</td>
</tr>
<tr>
<td>User and Software Requirement Definition</td>
<td>31</td>
<td>62%</td>
</tr>
<tr>
<td>Configuration and Change Management</td>
<td>28</td>
<td>56%</td>
</tr>
<tr>
<td>Test</td>
<td>26</td>
<td>52%</td>
</tr>
<tr>
<td>Quality System</td>
<td>24</td>
<td>48%</td>
</tr>
<tr>
<td>Development Model</td>
<td>20</td>
<td>40%</td>
</tr>
</tbody>
</table>

Figure 5: BOOTSTRAP Recommendations

Project Management has been recommended 38 times or to 76% of the assessed organisations. The process areas User Requirement Definitions and Software Requirement Definitions are treated as one recommendation here, because these process areas are very closely related and it can be very difficult to differentiate between them in ‘real life’.

4 Data Analysis

After several discussions and trials we found it suitable to sort the data in groups according to the maturity levels achieved for the assessed process areas. An overview is shown in Figure 6 below.

Maturity level 1.0 forms one group because it is the lowest possible (=no maturity). Maturity levels 1.25 to 1.75 form the next group because they signify some maturity (different from nothing). The next group is formed by maturity levels 2.0 to 2.75 (more maturity), and the last is formed by maturity levels 3.0 and above (none have reached more than 4, through 5 is the theoretical maximum).

<table>
<thead>
<tr>
<th>Group</th>
<th>Min. maturity level</th>
<th>Max. maturity level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Below 2</td>
<td>1.25</td>
<td>1.75</td>
</tr>
<tr>
<td>Below 3</td>
<td>2.00</td>
<td>2.75</td>
</tr>
<tr>
<td>3+</td>
<td>3.00</td>
<td>4.00</td>
</tr>
</tbody>
</table>

Figure 6: Groups of maturity levels

Several hours were used analysing different distributions of the stickers, leading to the main conclusion, that it was necessary to investigate the distribution of the stickers in relation to the number of people able to produce a plus or a minus sticker for a particular process area. This made it possible to provide a picture of the plus and minus “vote” frequency for a given process area in a given maturity group.

In addition to this grouping, it was also decided to group in relation to:

- Management (SPU: Software Producing Unit) versus Projects
- Improvement recommended versus improvement not recommended
4.1 Distribution per Process Area

It was now possible to produce a distribution graph for each process area and for six different groups of data, namely:

- All SPU data
- All Project data
- SPU data where improvement is recommended
- Project data where improvement is recommended
- SPU data where no improvement is recommended
- Project data where no improvement is recommended.

This gives 120 graphs in total.

Figure 7 below shows the principle of the graphs. The maturity group defined in Figure 6 is used as the x-axis. The frequency for the interviewees' stickers within each maturity group is shown on the y-axis. The frequency is calculated for plus, respectively minus stickers as the percentage of available stickers used for the given process area. I.e., if 100 people participated in interviews, 500 plus stickers were available. If 25 of these named Project Management, then the frequency for positive rating of Project Management is 0.05. Likewise 500 minus stickers were available, and if 200 of these were stating Project Management, then the frequency for negative rating of Project Management is 0.4.

![Sticker distribution](image)

Figure 7: The frequency distribution of plus and minus stickers per maturity level group for a particular process area. The dashed line illustrates the slope and intercept – this is used in next section.

In Figure 8 below, four different examples of these graphs is given.
Figure 8: Frequency of plus and minus stickers per maturity level group per process area.
In Figure 8 A, we examine the entire plus and minus stickers mentioning the process area Configuration and Change Management in project interviews (whether this process was recommended for improvement or not). The distribution per maturity level group is shown in the table in Figure 9 below.

So - for this process area it can be concluded, that the higher the process maturity level is, the higher is the positive perception of the process area (higher frequency of plus stickers and less frequency of minus stickers).

<table>
<thead>
<tr>
<th>Group</th>
<th>% of the available plus stickers given</th>
<th>% of the available minus stickers given</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26</td>
<td>30</td>
</tr>
<tr>
<td>Below 2</td>
<td>48</td>
<td>17</td>
</tr>
<tr>
<td>Below 3</td>
<td>55</td>
<td>10</td>
</tr>
<tr>
<td>3+</td>
<td>45</td>
<td>29</td>
</tr>
</tbody>
</table>

Figure 9: Distribution of plus and minus stickers per maturity level group for the process Configuration and Change Management for all stickers in project interviews. The data correspond with Figure 8 A.

The same pattern is seen in Figure 8 B for the process area Process Description – also here the stickers are for all project interviews. However, there is a difference from Figure 8 B – the perception of this process area is in general less positive (the distribution is displaced to a lower perception level with more minus stickers and less plus stickers). However, the employees also have higher positive perception of the process area the higher the process maturity level is – but the perception starts at a more negative level.

In Figure 8 C, we examine all the stickers naming the process area Architectural Design in interviews with management (SPU) (whether this process was recommended for improvement or not). This is a different picture. Here the Management have a lower positive perception of the process area the higher the process maturity level is. This could be because of more process knowledge (substance and actual state) the higher the maturity level.

And finally, in Figure 8 D we examine all the stickers naming the process area Process Control in interviews with management (SPU) (whether this process was recommended for improvement or not). This shows the same pattern as in Figure 8 C. Here the Management also have a lower positive perception of the process area the higher the process maturity level is – but it starts at a more negative level.

Individually and in combinations, all these 120 graphs tell a lot – it is, however, difficult to reach an overall conclusions. Because of this we developed another graphical illustration with the purpose of getting a more useful overview. This is shown and used in the next section.

4.2 Applicability of Self-perception

The idea is an illustration for the six groups of data mentioned above, in two dimensions. The two dimensions are:

1. Perception of the process area.
2. Agreement with maturity level.

If we examine the graphs in the previous section, the perception could be expressed as a function of majority of positive stickers, and the agreement as the increase in positive perception with increase in maturity level. After several trials and discussions we found a strong correlation between this and the slope and intercept, respectively, when linear regression was used on the data.
We ended up with the following algorithm:

1. Calculate a point for each quartile (a 0.25 step in maturity) as the number of positive stickers minus the number of minus stickers, and offset these points with -2.25, because this is the mean maturity level for both SPU and projects.

2. Use these points to calculate the slope and interception using linear regression.

3. Map the process area by (Perception = Intercept, Agreement = Slope) in the coordinate system.

This gives the possibility of plotting the data in the two dimensions, and this gives four overall types of combinations as shown in Figure 10 below. If we use the algorithm on the data presented in the graphs in Figure 8, there will be one in each quadrant. The quadrants are indicated with a letter (A to D) corresponding to the individual graphs in Figure 8.

**Figure 10:** Illustration of data in relation to applicability of self-perception. A to D correspond with the individual graphs in Figure 8.

Characteristics for the four quadrants:

- **Q1 - Positive Perception and Agree:** The process areas here are generally perceived as relatively strong, and the positive perception increases with higher maturity (ex. Figure 8 A).

- **Q2 - Positive Perception and Disagree:** The process areas here are generally perceived as relatively strong, and the negative perception increases with higher maturity (ex. Figure 8 C).

- **Q3 - Negative Perception and Disagree:** The process areas here are generally perceived as relatively weak, and the negative perception increases with higher maturity (ex. Figure 8 D).

- **Q4 - Negative Perception and Agree:** The process areas here are generally perceived as relatively weak, and the positive perception increases with higher maturity (ex Figure 8 B).
In the following we represent the six groups of data processed in this way, and make some comments on this.

![Figure 11: Perception / Agreement for All SPU data and All Project Data.](image)

From Figure 11 several observations are made:

- There is a majority of Engineering process areas above zero in relation to Perception for both SPUs and Projects. The reason could be that these process areas are more visible and more used – especially for the employees in projects.

- The Process areas are in general below zero in relation to Perception for both SPUs and Projects. The position structure is the same for both maps – Process Control to the left, Process Description to the right and Process Measurement at the lowest (this is the same for the following maps, except SPU No recommendation, where Process Control and Process Description are swapped). The explanation could be that these process areas normally are perceived as difficult process areas that depend on other processes and a certain level of maturity.

- The Support process areas are all placed to the right – agreement above zero. They are seen as process areas that it makes good sense to strengthen in relation to getting a higher maturity. Expressed in another way – it is easy to be convinced that Configuration and Change Management, Quality System, Risk Avoidance and Management, Project Management, and Subcontractor Management are important in relation to a higher maturity level.

- The Organisation process areas are much more distributed for SPUs than for projects and the perception is more positive seen from a SPU perspective than from a project perspective. Resource Management (marked RM) is remarkable – Managements (SPUs) do not see this process area as one that will increase maturity if improved. This is not what is concluded for projects (marked RM) – projects see this process areas as one where they agree that a higher maturity will result if improved, and it starts at a very low level. Also the two process areas Management Responsibility and Quality System are seen as more positive from a SPU perspective than from a project perspective.

- Finally we observe that the process areas generally are more distributed all over the map for SPUs than for projects and the agreement in the value of improvement is more distinct for projects than for SPUs. This could be because of more direct “contact” with the processes in projects than in SPUs and therefore more knowledge about the substance of the processes.
Figure 12: Perception / Agreement for SPU and Projects Recommendation Data.

If we look at the perception and agreement in relation to processes, which has got a recommendation for improvement, there are differences and similarities in relation to All data commended above:

- Also for this set of data the engineering processes are mainly placed above zero in relation to Perception, especially for SPUs, and less characteristically for Projects, for which they are more spread over the map. The main difference between SPUs and Projects is the process Architectural Design (marked AD). The reason for this difference in perception could be that the management assume this as a necessary basic process at low maturity levels (many plus stickers), but with higher maturity comes recognition of a less mature process. Projects know it is an important process but overrates their performance.

- Process processes has nearly the same place in the map as for All Data. As mentioned above Process Description and Process Control is swapped for SPUs. The processes are much more spread for Projects than for SPUs, which could be because SPUs in general see these processes as being at a low maturity level and agree it is necessary to improve them, but not necessarily as the first thing. The Projects feel a need for process description (marked PD), have the same perception as SPUs about Process Measurement (marked PM square), and see Process Control (marked PC) as a process for implementation in the future.

- The support processes are placed in the same quadrants, which indicate an agreement between SPUs and Projects for these processes. Project Management has the most obvious difference in placement – for SPUs the right-most and highest placed process, and for Projects the highest placed process at the y-axis (Subcontractor Management has a larger difference, but there is too few data for conclusions). The Perception is nearly the same, but the agreement differs. This difference could be because the projects in all maturity groups overrate this process and therefore get a slope (agreement) which is nearly zero. SPUs have a lower positive perception at low maturity. If this is the case, the reason is that the Project employees convey too positive a picture of their project manager during the assessment (especially at the low maturity levels).

- Here Organisation has the same reasoning as above with one difference. The process Management Responsibility – here with recommendations for improvement – is now the left-most process in the SPU map, and the left-most organisation process in the Project map. The conclusion must be that the managers convey a too positive picture of their own process, something that decreases with higher maturity.
• The difference in distribution is the opposite of what we saw for All Data. Here the Projects distribute the processes over the map, more than the SPUs do. The reason for this could be that the projects have the most firm knowledge about the processes, where the managers are more diverging in their rating, something that gives a less dynamic picture when the data are averaged.

![Figure 13: Perception / Agreement for SPU and Projects No Recommendation Data.](image)

The Engineering processes are also for this set of data mainly placed above zero in relation to Perception for especially SPUs, but it is also characteristic for Projects, though these generally have a lower positive position and are more distributed over the map. It is remarkable that it is the Architectural Design and Detailed Design & Implementation that are placed together most to the left – that is what we are good at, and it will not help to improve these processes.

• The Process processes have their “usual” place in the map.

• Also here there is a complete agreement in the position of each Support process area, though the exact placements differs a little. The noticeable process is Project Management, which for both SPUs and Projects is placed with the highest perception to the left (marked PM). This process is perceived as very good, and there is no agreement for further improvement – neither is there recommendations for improvement from the assessors.

• For the Organisation process areas we have the same centralisation for the SPUs as for All data (Figure 11), and nearly the same for Projects (Quality Systems has moved a little to the left and up – marked QS). No further discussion.

• It is interesting, that here it is the SPU process areas that have the largest distribution – the opposite of the situation from when we looked at the data for process areas where recommendations are given. The reason for this could be (as above), that the projects have the firmest knowledge about the processes. We are now discussing process areas, which are not recommended for improvement, and therefore the employees in the projects are less uniform in their ratings, something that gives a less dynamic picture, when the data are averaged. The managers are, opposite to this, more uniform in their ratings.
5 Conclusions

If we start with the questions addressed in the abstract, the overall answers are that the organisation is able to identify strength and weaknesses by asking “itself”. This is shown by the intensity of process areas with an “agreement” above zero compared with a lower intensity below zero.

But be aware: the more involved in the process the interviewed person is, the more positively biased the answers will be. The engineering process areas are rated more positively by the projects, just like the organisational process areas are rated more positively by the managers. Add to this that process areas that have low involvement are rated most negatively – for instance the Support process areas Quality Management, Risk Avoidance and Management, and Subcontractor Management.

Yes - it is also possible to identify a correlation between the employees' perceptions of the strength and weaknesses in the organisation and the recommendations for improvement identified in the assessment. This is done by looking at the average placement of the process areas for SPUs and projects for process areas with and without recommendations given, respectively. The average is lower in relation to positive perception in the group with recommendations (Figure 12 versus Figure 13).

And finally: yes - there are differences between the way management and the project members perceive the situation, especially when we look at the Organisation process areas and some Support process areas.

There are a few other important conclusions that this data analysis opens up for.

If the question was “Did you already know enough?” the answer would have been no. If we look at the process areas most often recommended for improvement (listed in Figure 5), they are all placed on the map in quadrant 1, where process areas which generally are perceived as relatively strong, and where the positive perception increases with higher maturity are placed. Although these process areas are perceived as good they are recommended for improvement – something that the interviewees normally agree to at the end of an assessment. This means that the participants during the assessment recognize the need for improvement, and it is the assessment process itself that gives this recognition.

We can add to this that the process areas in this quadrant, are the process areas from the Engineering process area and those from the Support process area, i.e. the process areas closest to the project work. This leads to the conclusion, that the pattern has something to do with a lack of craftsmanship seen from a maturity perspective. A reason for that could be that the education in these skills (internal in the organisations and external at universities as well) is too superficial.

An final conclusion is (the good tidings), that if process areas are improved, then this is actually perceived as an improvement – the process areas are rated higher by the employees working with the process areas. This is the absolute best proof of the maturity model concept.
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Abstract

In this paper, we propose a Software Workforce Assessment Model based on practices and roles defined in SW-CMM (Software Capability Maturity Model) [Paulk 1995] and knowledge units defined in SWEBOK (Software Engineering Body of Knowledge) [Hillburn et al. 1999]. The purpose of the model is to complement the traditional assessment models by providing an assessment approach for the workforce of software organizations. The applicability of the proposed method is shown by means of a case study in an emergent software organization.
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1 Introduction

During last decade, software process assessment methodologies and frameworks have been developed based on their underlying process models, such as in the case of SW-CMM and CMM based assessments or [ISO15504 1996] and SPICE. The results of these assessments show opportunities for improving the process component of the assessed organizations.

However, the most important input of software production is knowledge. [Basili 1983] show that the level of talent of the software practitioners is the most important factor for the success of a software project, besides, the performance of software engineers varies 1 to 20. Hence, assessing the process alone is not sufficient for software organizations.

The aim behind the proposed model is to complement the current software process assessment methods as well as people capability maturity models (P-CMM [Curtis] and TSPi [Humphrey]) as none of them focuses on role based personnel assessment.

The proposed model is based on general evaluation and assessment principles [House 1980], [Scriven 1991], [Juan et al. 2000] which are widely used in education for more than a half a century. Examining various examples reveals five main steps to design an evaluation study:

1. Determination of the Object under evaluation.
2. Elicitation of the Characteristics/Criteria of the object.
3. Determination of the ideal characteristics of the object to be compared which results the Assessment Baseline.
4. Selecting or developing the Assessment Technique to be used for collecting information about the actual object.
5. Developing Evaluation Techniques for comparison in order to organize and synthesize the information.

We have used similar steps in developing the Software Workforce Assessment Model. In the next section we summarize the assessment model based on the evaluation steps. Then we describe the case study we performed in an emergent software organization as well as the results we obtained. We conclude the paper by providing lessons we learned during the case study.

2. Assessment model

2.1 The Object

The object of a software practitioner assessment method is the software practitioner. We define software practitioner as somebody who is performing some of the activities needed to produce a software system, organized according to a particular organizational structure and equipped with knowledge and skills to perform those activities.

This definition although delimits the software practitioner from a higher abstraction level a more detailed and explicit delimitation is required. In order to do this we use two reference models. SWEBOK [Hillburn et al.1999] explicitly defining the sub knowledge components of the software engineering domain which delimits ‘who is software practitioner in terms of knowledge profile’ and SW-CMM [Paulk et al.1995] explicitly defining extend of the activities, that the software practitioner performs which delimits ‘what the practitioner do’.

However, [Brodman et al 1994] has shown that the CMM model that exists currently is not adapted to
the situations in small organizations considering numerous roles proposed in level 2 practices. For this reason we propose roles associated with the level 2 and SPE process area of level 3 because it includes the fundamental activities regardless of the maturity of the software organization. Table 1 shows the occurrences of these software roles in these process areas.

Table 1: Roles and their occurrences in cmm L-2 and SPE key process areas

<table>
<thead>
<tr>
<th>SOFTWARE ROLES</th>
<th>SOFTWARE ENGINEERING (SE)</th>
<th>SYSTEM ENGINEERING (SYE)</th>
<th>SYSTEM AND ACCEPTANCE TESTING (SAT)</th>
<th>SOFTWARE QUALITY ASSURANCE (SQA)</th>
<th>SOFTWARE PROJECT MANAGEMENT (PM)</th>
<th>SOFTWARE CONFIGURATION MANAGEMENT (CM)</th>
<th>SOFTWARE SUBCONTRACTOR MANAGEMENT</th>
<th>REQUIREMENTS MANAGEMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software configuration management</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Software quality assurance</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Software Subcontractor Management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software project tracking and oversight</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Software project planning</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requirements Management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Software Product Engineering</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

On the other hand, we limited our scope to Software Management and Software Product Engineering Knowledge Categories (SPE) of SWEBOK. As the CMM, the first reference model, is applicable to any software organization regardless of the application domain, it does not provide any specific activity to domain specific software production. But it refers to some application domain experts or people who are experienced in developing software for example in real time systems or in artificial intelligence. Besides, the Software management and Software Product Engineering Knowledge categories are required regardless of the application domain as defined recurring areas in SWEBOK.

Having planned how these reference models will be used we implemented the second step in which the criteria to be checked for determining the characteristics/criteria of the software practitioners.

### 2.2 Determination of assessment criteria

Criteria descriptions establish the basis for developing the software workforce assessment model that will be used as the ‘assessment baseline’ and for developing the assessment technique. There are two questions we asked for criteria determination: What the software practitioners need to know? How is the knowledge acquired? For these two questions we propose three issues to consider:

**Roles**: each practitioner considered should be assessed according to the roles he is assigned to.

**Software activity**: analysis of the roles delimited with the activities performed in emergent software organizations. This criterion is composed of the practices of level 2 key process areas appended with SPE process area of the SW-CMM

**Knowledge and Skill**: criteria required to assess the knowledge and skill of the software practitioner. This criterion is developed based on knowledge units described in SWEBOK. Knowledge and Skill criterion is further decomposed to 5 sub criteria as defined in Table 2.
Table 2: Knowledge and skill criteria descriptions

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formal Education</td>
<td>This criterion represents software practitioner’s knowledge and skills acquired from the courses he has taken about a subject matter during her/his formal education. (College, University). It should also include the practitioner’s skills which might be acquired such as participating in course projects in which specific Knowledge units acquired and used.</td>
</tr>
<tr>
<td>Professional Education &amp; Training</td>
<td>This criterion represents software practitioner’s knowledge and skills acquired considering what he/she has learned on the job training. This criteria covers on the job training programs and projects, seminars have been prepared or participated.</td>
</tr>
<tr>
<td>Personal Education</td>
<td>This criterion covers subject matters or knowledge and skills that the practitioner is personally interested in. It includes reading scientific and popular literature and publications, subscribed news groups, forums, attending workshops and participating in conferences.</td>
</tr>
<tr>
<td>Practical Knowledge</td>
<td>This criterion represents software practitioner’s knowledge and skills about the tools or methods, standards regarding a specific knowledge area. Normally it also covers the programming languages, and Domain specific knowledge but these are not considered in this methodology.</td>
</tr>
<tr>
<td>Need; Willingness to Learn</td>
<td>This criterion is a special purpose criterion which is required to understand the perception of the knowledge area by the individual. It is used to understand if the knowledge area is useful to the practitioner considering the tasks he/she is to perform during her/his current role in the organization?</td>
</tr>
</tbody>
</table>

Criteria Scales:

Having defined the specific criteria we focused on the scales, in order to evaluate the criteria. For the first four criteria we use scale definitions presented in Bloom’s knowledge taxonomy as these are widely accepted. Bloom [Bloom 1956] has defined the taxonomy of educational objectives that describes several levels of knowledge, intellectual abilities, and skills that a student might derive from education. The scale we used is adopted from the Bloom’s knowledge taxonomy and is applicable to the sub criteria defined in table 2.

Additionally, we use a scale to determine priorities of knowledge units for a given software role. This scale is used for determining the priorities of knowledge units to be improved either from an organizational perspective or a practitioner perspective.

2.3 Assessment baseline

The assessment baseline used in our method is a software practitioner model obtained from the criteria and scales defined in the previous section. This model is composed of a series of tables detailing all the roles in the form [roles [activities performed or responsible for [knowledge units required, datum/information set]]]. This structure corresponds to the three issues: roles, activities, and knowledge units. Each role has an associated table, which delimits the activities for that role and knowledge requirements for that role.

For example, an extract of the model that demonstrates the determination of target knowledge profile of ‘Software Engineering’ role is shown in Table 3. As it can be traced from the rationale row the contents of knowledge units explained in SWEBOK 1.0 and the keywords of blooms taxonomy is used to determine knowledge levels. The Table 3 shows only SPE2 activity as an example of how the assessment baseline is obtained. The same elicitation process is done for all activities.

All the practices in SW-CMM are investigated to determine the knowledge level requirements of software engineering role by checking the existence of the keywords in blooms scale for knowledge levels.
Table 3: An extract of assessment baseline development

<table>
<thead>
<tr>
<th>Software Engineering Role involves in</th>
<th>Rationale: Key-words in the Bloom’s Knowledge Taxonomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPE 2. The software requirements are developed, maintained, documented, and verified by systematically analyzing the allocated requirements according to the project's defined software process.</td>
<td>Practitioner should be able to review the software requirements for ensuring all the issues are identified. This requires application knowledge of requirements elicitation and Verification and Validation KU’s. He should also be able to identify the effective method for requirements analysis and document the rationale which requires analysis knowledge of Software Requirements Analysis KU. He should participate in specification of missing requirements which requires application knowledge of Software Requirements Specification KU. He should be able to use the tools for Configuration management reflects the changes to requirements when necessary which requires knowledge on Configuration Control KU.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Swebok Unit Required</th>
<th>Software Requirements Elicitation: Application level (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Software Requirements Analysis: Application level (3)</td>
</tr>
<tr>
<td></td>
<td>Software Requirements Specification: Knowledge Level(2)</td>
</tr>
<tr>
<td></td>
<td>Verification &amp; Validation: Application level (3)</td>
</tr>
<tr>
<td></td>
<td>Configuration Control: Knowledge Level(2)</td>
</tr>
</tbody>
</table>

As the result of this process for example software engineering role is found to require analysis knowledge level in requirements analysis, requirements specification, architectural design etc. and comprehension knowledge level in risk management planning, software configuration control and software process engineering knowledge units.

3. Assessment technique and case study

In the workforce assessment model the assessment is done with a questionnaire including an observation section and informal interviews with the practitioner. The Criteria scales and the assessment baseline are used to develop the questionnaire. The choice of levels for each of the criteria is formed on the basis of Bloom’s knowledge scales. In this way knowledge scores obtained for each criterion reflect the same construct.

Additionally knowledge unit indicators have been included for all KU. Knowledge unit indicators are proposed based on the SWEBOK 1.0 of SEI but they are elaborated and detailed using SWEBOK of IEEE and ACM. The knowledge unit indicators are included in order to extend and explain the knowledge units. These can be considered detailed requirements for each of the knowledge units in question. In this way first the assessment is more complete, second the practitioner will correctly understand the meaning and requirements of each knowledge unit and third it can be used to validate the scores of the criteria provided by the practitioner.

As an assessment reference framework we used the evaluation process principles defined in ISO 15504 for three reasons. First it has become an industrially accepted standard because it is explicit and complete according to general evaluation process definitions. Second it is based on a similar assessment baseline as the software practitioner framework. Third it uses multiple value assessment technique unlike CMM.

3.1 Assessment planning and data collection

According to the software practitioner model the roles and their knowledge requirements are proposed considering the processes defined in SW-CMM for level 2 software organizations. This reposes that the organization under consideration should have already been assessed according to CMM assessment and use processes similar to SW-CMM process model.

After having performed initial meetings with 7 software organizations we decided that the organizations X follows our criteria. The software organization we selected have been rated as level 2 according to an assessment conducted in 2001 and the main characteristics of the organizational struc
ture matches with the emergent organizational structure [Paulk 1995]. Furthermore, this organization uses base practices similar to SW-CMM practices and management is willing to reach to 3rd level maturity according to SW-CMM.

The activities we performed in preparing the assessment are: making initial contact and obtaining general information about the organization in order to be sure the organization matches with characteristics of an emergent software organization. Having assured we explained the positive outcomes of this study, we showed them sample questionnaire sheets, role transition tables and knowledge indicator list. Accordingly, we discussed with them about the data collection procedures and importance of the information they will be provided with by participating in this study. This was important in order to gain management commitment.

After having discussed about the timing details and availability of practitioners participating in the assessment we prepared an action plan and sent to the managers for approval. In the mean time we prepared specific assessment tools including sample questionnaire sheets, role transition tables and knowledge indicator list, for this organization.

After the approval, we determined the practitioners of the organization who will be participating to the assessment with the management. We selected a project X in which 11 practitioners took roles. We initially distributed the questionnaires to each of the practitioner and asked them to return them in 7 days. The questioner included 47 knowledge units to be scored according to 5 criteria based on 0-5 scale and 210 indicators to be checked for existence. After having collected the assessment forms we have checked each data item for completeness and verified that the knowledge unit indicators support the ratings provided by the individual who participated in the assessment. We have also discussed these issues with the management to be sure about the issues identified. Then, we conducted meetings with the individuals for inaccurate and unsupported ratings for these issues. These meetings took 15-30 minutes depending on the number of issues.

3.2 Identifying and prioritizing improvement areas

Although different approaches could be developed we envisaged mainly two approaches for improvement based on the assessment results. These are organizational based and practitioner specific improvements. The former one aims to determine insufficient knowledge domains from an overall organizational viewpoint. The latter one aims to determine specific insufficient knowledge domains for each software practitioner. Within the scope of this paper we only focus on organizational improvement areas.

The first step is to try to determine general state of the organization against the requirement of the roles. This step will show overall inappropriate knowledge areas for each of the roles of the organization. Since our main purpose is to describe the process in this paper we consider only the Software Engineering role.

Figure 1 shows improvement areas for practitioners performing Software Engineering role subject to further verification using the knowledge indicator occurrences in the assessment forms. Knowledge unit priorities for improving Software Engineering Role in terms of knowledge units can be determined by comparing the median of all practitioner knowledge levels with the assessment baseline. If the difference of knowledge level value is less than 1, 2, 3 than this knowledge unit is identified as Significant, Highly Important and Top priority respectively. Furthermore, the same kind of priority table may be produced for each of the practitioner based on their knowledge profiles if practitioner based training is envisaged. For example; according to Figure 1 Test Documentation can be identified as top priority knowledge unit where Coding Standards and Documentation, Unit Testing and Integration Testing can be identified as high priority knowledge units to be improved.

Further analysis of the assessment forms and knowledge indicators of the practitioners performing software engineering role yields that the practitioners have difficulty, for example, in Requirements Engineering because mostly following knowledge unit indicators were missing related to Requirements Engineering: Identifying, representing and managing the ‘viewpoints’ of the stakeholders of software projects; Advantages and limitations of different types for interviewing techniques and how they should be conducted; Performing requirement classification according to functional and non functional, level
of abstraction, prioritizing the requirements, product or process requirements, volatile requirements.

Figure 1: Organizational improvement areas for software Engineering role
3.3 Organizational Improvement Plan

Analysis of the assessment results provides information about the current strengths and weaknesses of the organization's workforce and indicates opportunities for improvement. Although organizational improvement plan is not within the scope of this case study it is important to provide guidelines how to use this assessment, general principles and possible approaches that could be used by improvement initiators.

In general, improvement areas could be identified based on the following observations:

1) Knowledge units with low ratings: An example of this is Test documentation knowledge unit in which almost all of the practitioners are below comprehension scale.

2) Knowledge units with insufficient rating that are needed to enable the activity aligned with a specific need of the organization: For example; Organization X is willing to improve Configuration Management Activities however 7 of the practitioners have only comprehension knowledge on Configuration Identification Knowledge Unit.

3) Unbalanced specific criteria ratings within a knowledge unit such as low formal education and high practical experience scores: This information could be used to decide the strategy that is needed to be used in planning the training areas. For instance the training programs may give more emphasis on theory than tool and standards or vice a versa.

4) Low knowledge unit ratings across assessed knowledge units that may indicate weakness in specific knowledge categories

Targets for improvement can be quantified for each priority area. These may be either target values for knowledge units for all workforce, or target software role profiles, or combinations of the two. In any case, they should be set in the according to organization's needs which can reasonably be achieved.

4. CONCLUSIONS

As a conclusion, the workforce assessment model is applicable in emergent organizations and produce results, which can be effectively used for process improvement at individual and organizational levels. Specifically during the case study we obtained significant information as an input for improvement plans of the organization under consideration. We found out that the identified problems overlaps with the SW-CMM assessment conducted previously. However, workforce assessment provides the decision makers with more detailed information to improve the workforce as well as the processes. We also identified a shortcoming with the structuring of the knowledge unit indicators. We realized that a further decomposition of knowledge unit indicators is required for accuracy.

In order to develop the assessment baseline, we used activities related to roles and knowledge requirements in terms of knowledge units that are scaled according to scales adopted from Blooms knowledge taxonomy. Furthermore, the assessment questionnaire and knowledge indicators, developed as the assessment technique, are based on the assessment baseline and criteria descriptions. This led to a sound assessment framework. The inclusion of knowledge unit indicators helped the evaluators to be more objective and will help the improvement initiators to propose the contents of the improvement areas.

The study also has some limitations. First of all, the proposed assessment model is based on SW CMM process model considering only Level 2 process areas and Software product engineering process area because the focus of this study is emergent software organizations. For organizations using completely different processes the assessment baselines should be modified. Secondly, Computing fundamentals and software domains knowledge areas are not included. However assessment questionnaire and knowledge indicators can be extended to include them. And finally, in order to determine the knowledge levels of practitioners we used a measurement process, which does ratio operations on the ordinal data. We tried to define this process considering the construct and criteria definition.
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Abstract

This paper relates to the development and the experimentation of an IT process assessment methodology especially designed to be used in very small enterprises (VSEs). This methodology, called NOEMI¹, has been developed as a critical part of a public research project of the Centre de Recherche Public Henri Tudor (Luxembourg).

Initially the main objective of the NOEMI process assessment methodology was to contribute directly to the implementation of a collaborative IT-sourcing model, developed in the same research project.

The process portfolio aims at a whole coverage of the usual IT-practices in VSEs. It is business value-driven and designed in five process areas: infrastructure, service support, management, security, and documentation. The processes themselves are based on a combined approach of ISO/IEC 15504 and the IT Infrastructure Library.

The capability model defined in the NOEMI methodology explores the gap between level 0 and level 1 of ISO/IEC 15504 in order to match in a more accurate manner with the reality of VSEs. The capability profile has four levels and is performed for the process areas and not for the processes themselves, so allowing easy comparison between VSEs.

We are now performing the seventh experimentation of the NOEMI assessment methodology. Each case has been a success according to the feedback of the VSEs. And we are considering the transfer of our methodology to French and Belgian partners through dissemination projects.

It leads us to promote the NOEMI assessment methodology as a public package tool especially designed for use in a VSE context, which aims to enhance business value through IT.

This paper introduces the methodology and considerations based on case studies.

Keywords
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¹ "New Organisation of IT-Production and Support" [Nouvelle Organisation de l'Exploitation et de la Maintenance Informatiques].
1 Introduction

Nowadays, organizations are highly dependent on their Information Technology (IT) services. They expect them not only to deliver high-quality services at the lowest cost but also to enhance innovation in their business.

The Software Process Improvement (SPI) community is dramatically aware of these requirements and deploys huge efforts to meet this ambitious objective. Numerous companies are involved – in some cases for a long time already – in process improvement. Software processes have been closely targeted by fine-tuned methods. The international standard ISO/IEC 15504 [1], as the result from the Software Process Improvement and Capability dEtermination (SPICE) initiative, plays an important role in SPI.

IT Service Management (ITSM) area is also largely – if not entirely – covered by other standards. Many companies have also significantly improved their investment in this way. In that context, the IT Infrastructure Library (ITIL) [2], which has been produced by the Office of Government Commerce (OGC) in the United Kingdom since the late 1980’s, is probably the most comprehensive approach on providing IT-services. The ITIL is publicly available and has become the worldwide de facto standard for IT Services Management.

Standards contribute dramatically to enhance business value through IT-disciplines, enabling efficient software development, provision of high-quality services at the lowest cost, and business innovation [3]. Furthermore, implementing some of these powerful standards is obviously not an easy task. Implementation projects are resource consuming, require skills, and are expensive. Large organizations have usually the means to match their ambitions and they can resolutely engage themselves in such ways.

The situation is dramatically different for very small enterprises (VSEs), which have no IT-dedicated staff. They are often ready to invest but they have rarely the time and never – or almost never – the skills. Even if they have the same expectations than big companies, it is very difficult for them to implement standards and to improve significantly IT-quality.

Founded in 1987, the Centre de Recherche Public Henri Tudor has the prime mission of strengthening the economic structure of the Grand-Duchy of Luxembourg through technology development and innovation, especially in the information and communication technology (ICT) fields. The Centre is notably involved in providing assistance to VSEs of the Grand-Duchy of Luxembourg as well as the “Grande Région” which includes Wallonia in Belgium, the Lorraine region in France and the Saar in Germany.

In that way, the Centre set up a public research project called “New Organisation of IT-Production and Support” [Nouvelle Organisation de l’Exploitation et de la Maintenance Informatiques (NOEMI)], which aims to develop a model of collaborative IT-management for use in VSE clusters in order to optimise the management of their respective information systems in terms of quality, reliability and cost [4]. Through this project, the Centre focussed on the improvement of IT-practices for the use of VSEs. The developed model is currently being experimented with VSEs in Luxembourg. It proposes to the VSE-partners to gather their IT-services and manage them in a collaborative and cross-participative manner. Pragmatically, the collaborative management can take two basic forms: either the partners establish a common organization that insource their respective IT-activities or they can outsource their clustered IT-activities to an external provider. The results of the experimentation are promising and should allow the validation of the model in its final release by June 2004.

One of the most critical requirements for the model is the homogeneity of the partners’ IT-capabilities. Indeed, in the case of sourcing to an internal common IT-organization, the heterogeneity of IT-capabilities of the partners could lead to management issues, particularly in the financial area. So assessing the IT-capability on an extended IT-scope, with an holistic approach and a focus on business value is one of the model keys of success.

2 Called hereafter the Centre. See www.tudor.lu and www.citi.tudor.lu
This paper describes the assessment methodology developed as a critical topic of the NOEMI project with particular focus on the objectives, the links with ISO/IEC 15504 standard and ITIL, and the results of the experimentation of the methodology through case studies.

2 Objectives of the NOEMI assessment methodology

The assessment methodology must be aligned with the scope and objectives of the project, which allows VSEs to control IT in terms of cost and quality. The assessment must also contribute directly to the implementation of the model within the VSE-partners. According to these requirements, a specific assessment methodology was then developed as a critical topic of the NOEMI project.

The operational implementation of the NOEMI model is based on the Deming cycle and consists of a five-stage project for each VSE partner [4]:

1. Start-project assessment of the IT-practices including the first capability determination and the improvement program topics
2. Action Plan 1 consisting of the implementation of a first part of the improvement program
3. Mid-project assessment driving to the second capability profile and evaluation of the partner satisfaction
4. Action Plan 2 consisting of the completion of the improvement program as the continuity of the first Action Plan
5. End-project assessment driving to the third capability profile

Assessment occurs at stages 1, 3 and 5 in the implementation project of the NOEMI model. It allows one to objectively measure the gap bridged by both Action Plans on both quality and cost axis, according to the dual objectives of the model i.e. cost control and service quality optimisation.

Furthermore, the assessment itself, extracted from the model, has been performed within several VSEs in Luxembourg. The success of the methodology allows us to consider the NOEMI assessment as a fully independent service especially designed for usage in VSEs. The NOEMI assessment could obviously drive to the creation of a repository of capability profiles of Luxembourgish VSEs. This point of view is illustrated later in the case study.

Moreover, the NOEMI assessment methodology is ready to be promoted outside the Grand-Duchy of Luxembourg using a few transfer projects from the Centre. In this context, several regions in France and provinces in Belgium are very interested in the NOEMI assessment methodology.
3 Links between NOEMI assessment methodology and ISO/IEC 15504, service management and security management

The international standard ISO/IEC 15504 provides a framework for the assessment of software processes [1]. As a standardized and public approach, it provides a shared methodology of assessment and understanding of software process portfolio. Process assessment within this standard targets two main purposes: process improvement and capability determination. Even if ISO/IEC 15504 is considered nowadays as a software-oriented standard, it is relevant that it is suitable for use in any other context of process assessment. The NOEMI assessment methodology is directly inspired from ISO/IEC 15504 standard, tailored for use in VSE.

Created in the late 1980’s in the UK, the IT Infrastructure Library (ITIL) [2] [5] is a public library that focuses on IT Services Management (ITSM). Today, it is recognized as the worldwide de facto standard for high-quality service provision. The main volumes of the ITIL concern the Service Support and the Service Delivery. These two domains are organized in comprehensive and exhaustive sets of processes. Service Support area covers incident management, problem management, configuration management, release management and change management. The Service Delivery deals with capacity management, availability management, financial management for IT-services, Service Continuity for IT Services and service level management. The ITIL has clearly a best practices-based approach and encourages continuous quality improvement.

As the NOEMI assessment deals not only with software processes but also with IT-service processes, the ITIL has been selected to provide matters that are not covered by ISO/IEC 15504 [6]. In addition to the SPI and the ITSM, security management, as a third discipline, is considered in the NOEMI assessment in order to get an IT-wide process scope. ISO/IEC WD 18028, ISO/IEC JTC1/SC27/WG1 [7] provides matter for this discipline. Outputs of other projects of the Centre bring a complementary view to the methodology [8].

4 The NOEMI assessment methodology

4.1 Defining an holistic process portfolio for use in VSEs

An initial tailoring of the ISO/IEC 15504 concerns the process portfolio in order to make it fit within the scope of the NOEMI model. According to the objectives of the project, it leads to get the most holistic coverage of the usual IT-activities in VSEs.

Based on the experience of the Centre through numerous project outputs [4] [6] [8], five process areas were defined to fully cover the IT-scope of VSEs: infrastructure, service support, management, security, and documentation.

So a lean-process portfolio covering an holistic IT-approach were defined within the NOEMI assessment methodology. The processes are driven by ISO/IEC 15504, the ITIL, and security discipline standards. Other quality management standards [11] [13] [14] [15] bring complementary topics to fulfil the matter in order to define the processes. They are tailored for use in VSEs without any dedicated IT-staff. The formalism of the process is taken directly from ISO/IEC 15504.
The following figure shows the areas of processes within the NOEMI model. The structure is directly related to the business value brought by the process area.

![NOEMI process areas](image)

The infrastructure area covers the following technical processes: network management, system management, connected-workstations management, and groupware management. These technical processes are based on best practices collected in this area [2] [9] [10]. As the bottom of the pyramid, the infrastructure area deals with the first processes to consider for VSEs in order to control IT. It is the base of the pyramid and will contribute very little to the business value. Nevertheless, it is necessary to allow the upper areas – service support and management – to deliver their own added-value.

The service support area includes the five ITIL processes in this discipline i.e. incident management, problem management, change management, configuration management and release management [2] [5] [10]. As the centre of the pyramid, the service support area offers a middle value to the business i.e. more than the infrastructure area and less than the management one. Both the infrastructure and service support areas are necessary for the management one to be efficient.

The management area deals only with the most usual processes used by VSEs. It includes provider management, acquisition management, project management and IT-financial management [1] [2] [8] [16]. As the top of the pyramid, this area drives the largest value for business but expects a good capability of lower areas.

In order to fit with the understanding that VSEs usually have of this field, the security area [7] [12] focuses on the basics. It includes only the following processes: server availability management, electrical power management, backup and restoration management, anti-virus management, technical room management, resource access management, external access management. Transverse to the pyramid, the security area impacts directly on all the other areas of the model. Moreover, these processes are compliant with recommendations of the Luxembourg government with respect to the security field.

The documentation [11] area is based on document inspection. It consists of a deep analysis of the documents, based on criteria related to structure, completeness, consistency, and clarity.

### 4.2 Defining a capability model for use in VSEs

The international standard ISO/IEC 15504 defines a capability model on 6 levels: 0-incomplete, 1-performed, 2-managed, 3-established, 4-predictable, 5-optimising.

Based on the field experience of the Centre, the capability level of the most VSEs in Luxembourg is between the level 0-incomplete and the level 1-performed for almost any IT processes, and rarely up to the level 2-managed. The gap between levels 0-incomplete and 1-performed defined in ISO/IEC 15504 appears then to be too deep for use in VSE-context with any relevant accuracy.

The NOEMI capability model is derived directly from standard ISO/IEC 15504 by an ad hoc tailoring in order to fit with the reality of the VSE’s world. Additional levels between level 0-incomplete and level 1-
performed have been defined as described in the following table.

<table>
<thead>
<tr>
<th>ISO/IEC 15504</th>
<th>NOEMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-optimising</td>
<td>Not used</td>
</tr>
<tr>
<td>4-predictable</td>
<td>Not used</td>
</tr>
<tr>
<td>3-established</td>
<td>Not used</td>
</tr>
<tr>
<td>2-managed</td>
<td>Not used</td>
</tr>
<tr>
<td><strong>1-performed</strong></td>
<td><strong>3-green</strong></td>
</tr>
<tr>
<td></td>
<td><strong>2-orange</strong></td>
</tr>
<tr>
<td></td>
<td><strong>1-red</strong></td>
</tr>
<tr>
<td><strong>0-incomplete</strong></td>
<td><strong>0-dark</strong></td>
</tr>
</tbody>
</table>

Figure 3: Links between ISO/IEC 15504 and NOEMI capability models

The NOEMI capability model defines intermediate levels before to get the level 1-performed, allowing a more accurate quantification of the capability of the VSE. The levels are colour-coded (dark – red – orange – green) thus allowing intuitive understanding by people without any knowledge of or practice with capability models.

The capability profile is achieved by the process areas and not by processes as in ISO/IEC 15504. It aims to get the same scope of assessment for any VSE with the determination of a capability level for each one of the five process areas. This pragmatic approach allows an easy comparison of the VSE within a global IT-coverage.

The NOEMI capability levels are defined as following.

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-green</td>
<td>An area has a level 3-green capability when its processes are developed and performed in a globally satisfying way. Proactivity and mean term planning are notions usually related to such an area. In term of business value, it offers a competitive advantage to the VSE.</td>
</tr>
<tr>
<td>2-orange</td>
<td>An area with a capability at level 2-orange means that the VSE achieves considerable efforts to develop and perform the processes of the area. Reactivity and short term are notions inside a level 2-orange capability area. The business value of such an area is less than what the VSE could expect from it.</td>
</tr>
<tr>
<td>1-red</td>
<td>An area has a level 1-red capability when its processes are very partially performed, usually following specific or local needs. Most requisites are missing. Lakes of efficiency and productivity inside the company counterbalance the business value brought by such a level. Moreover it can lead to potential risk for the business.</td>
</tr>
<tr>
<td>0-dark</td>
<td>Any process of a level 0-dark capability area is performed. The area is a brake for the efficiency of the VSE. It is a dramatic risk for the company.</td>
</tr>
</tbody>
</table>

Figure 4: NOEMI capability model
4.3 Defining the assessment process for use in VSEs

The NOEMI assessment process is based on ISO/IEC 15504. All the processes are systematically assessed in any performance. It allows having a global approach of IT-activities in VSEs according to the project's objectives.

The assessment process schema is illustrated in the following Figure.

![Figure 5: NOEMI assessment process schema](image)

The report is driven from a structured based template including chapters dedicated to each area of processes and a conclusion. For each area, there is a summary of the strengths and the weaknesses of the area, a detailed analysis, and the recommendations. The conclusion chapter introduces a synthesis with the consolidated table of strengths and weaknesses, the capability profile, and the improvement program.

5 Case study

5.1 Assessment context

In a VSE, a manager, an accountant or a member of staff showing interest and having acquired knowledge by practice are managing the IT-system. No real IT-professional was met during the assessments.

This statement is due to the size of the assessed IT-infrastructures, which is limited to an average of 40 PCs, some servers and one or two business software (see Figure 6).
From the above table, it can be seen that in all assessed companies, the useful manpower needed for the IT-management was insufficient to justify hiring a full-time IT-employee.

5.2 Reactivity of the VSEs

Assessed companies realized, before the submission of the final report, the potential improvements within their IT-production. This led to actions taken in order to cure critical situations even before the report was delivered.

For example:

- VSE D, which did not have an up-to-date inventory, used the time between the assessment and the report presentation to bring it nearer to reality.
- VSE A, which did not have an anti-virus protection on its servers, did not wait for our written recommendations to set up effective anti-virus protection.

5.3 Capability profiles

A similarity in the assessed areas’ capability level was observed inside each company.

The infrastructure is the strongest area in three out of five VSEs. In the assessed companies, IT-infrastructure is too restrictively considered at hardware and software. Taking into account and investing in elements such as the service support or documentation remains a luxury. Companies allocate resources for business processes more readily than for IT-processes because an added-value is easily quantifiable.

IT-documentation remains the weakest area in four out of five VSEs. Documentation is limited to a more or less up-to-date inventory, some maintenance contracts and the assets or software invoices. Analysis shows a lack in the basic rules such as document identification, storage, and utility for the enterprise.

Practices regarding the service support are also only slightly put in place in four out of five VSEs. An efficient help-desk is always lacking and limited to a deputy member of staff, whose mission is “fire fighting” and lending first “assistance” when the IT system malfunctions. Once more, the added-value of such a service remains difficult to quantify and priorities are placed on business processes.

The table below illustrates VSEs’ capability profile per area. The minimum capability is 1 and the maximum is 3.
5.4 Example of assessment recommendations

This chapter presents the more frequent assessment recommendations classified by areas.

5.4.1 Assessment of management practices

Several recommendations were made in each VSE within the area of the assessment of management practices. Among these, there are three relating to project management, financial management, suppliers and acquisitions management.

Improvement of project management

Project management is the success driver of all IT-projects. Effective project management makes it possible for companies to make a maximum profit from their investment.

Several weaknesses were observed. Figure 8 shows three of them:

<table>
<thead>
<tr>
<th>VSE</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSE A</td>
<td>Delegation of the software selection project management directly to the software users</td>
</tr>
<tr>
<td>VSE B</td>
<td>Insufficient time for the project leader to enable him to conclude his work</td>
</tr>
<tr>
<td>VSE C</td>
<td>No training for the project leader. Consequently, he does not effectively establish and manage the users’ requirements</td>
</tr>
</tbody>
</table>

Figure 8: Encountered weaknesses regarding project management

Improvement of knowledge in project management is the most important recommendation among the management practices assessment area.

Improvement of financial management

Several weaknesses were observed regarding financial management, here are four of them:

<table>
<thead>
<tr>
<th>VSE</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>All VSEs</td>
<td>Financial resources are not management</td>
</tr>
<tr>
<td>All VSEs</td>
<td>IT budget not established</td>
</tr>
<tr>
<td>All VSEs</td>
<td>Long-term visibility is lacking</td>
</tr>
<tr>
<td>All VSEs</td>
<td>Investments are decided on a case-by-case by management according to needs and opportunities</td>
</tr>
</tbody>
</table>

Figure 9: Encountered weaknesses regarding financial management
Encountered companies are rarely aware of the hidden costs due to the losses of non-productivity. These costs represent a loss generally higher than the annual cost of the IT-infrastructure. The assessment recommends thus to improve financial management.

**Improvement of suppliers and acquisition management**

Suppliers and acquisition management is also not a well-established practice among the companies assessed:

Here are two interesting encountered cases:

<table>
<thead>
<tr>
<th>VSE</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSE B</td>
<td>By acquiring its business software, VSE B underestimated implementation costs. The consequences of this under evaluation were that several years after the initial acquisition, the software is still not entirely in production. The fact that the software implementation cost is higher than its acquisition cost is not always clear for a non IT-professional</td>
</tr>
<tr>
<td>VSE D</td>
<td>VSE D became aware a short time after acquiring its business software, that it does not correspond entirely to its requirements.</td>
</tr>
</tbody>
</table>

**Figure 10: Encountered weaknesses regarding suppliers and acquisitions management**

Consequently, the assessment report proposes to establish an acquisition policy. This one includes acquisitions guidelines such as acquisition frequency and material types.

With regard to software acquisitions, it is also recommended to improve project leaders the know-how via training.

**5.4.2 Assessment of the service support practices**

Several recommendations were made in each VSE within the area of the assessment of the service support practices. Among this, here are three relating to help-desk, incidents reduction program, and the assessment of the IT-users satisfaction level.

*To establish a recognized and accessible help desk*

The management of incidents is the help-desk’s first mission. Its objective is to restore the correct functioning of the IT as quickly as possible.

In all of the assessed companies, a minimum help-desk was in place. It was staffed by one or sometimes two “power-users”. The help-desk activity was a secondary task for them. In case of incident, the users either request the help-desk or solves themselves the problem.

The setting up of a recognized and accessible help-desk was a recommendation of the assessment. It included the required means (financial, time, technical training) and the education of the users to systematically refer to it.

*To establish and set up a program of incidents reduction*

Within the assessed companies, the estimation of the number of incidents per month and user varies strongly considerably depending on view: the users give the higher number than the help-desk as shown in Figure 11.

<table>
<thead>
<tr>
<th>Minimum</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSE A</td>
<td>5</td>
<td>VSE C</td>
<td>10</td>
</tr>
<tr>
<td>N/A</td>
<td>10</td>
<td>N/A</td>
<td>28</td>
</tr>
</tbody>
</table>

**Figure 11: Number of Incidents per month and users**
An incident is defined according to ITIL criteria’s, namely: "Any event that is not part of the agreed service". It is thus neither depending on the time for resolution, nor the solution found to cure it, nor of the person or service which it solves.

The recommendation proposed, on the one hand, to get the average number of incidents ranging between 2 and 5 per month and per user and, on the other hand, to establish a help desk working in a "pro-active" way. This means that it identifies the problems at the source of many incidents and solves them definitively by implementing call abatement projects.

The setting up of an incident reduction program requires additional resources (with necessary competences) during its implementation.

To assess the IT-users satisfaction level

None of the assessed companies measures their IT-users satisfaction level.

The level of User Satisfaction is a perception, always subjective, of the effectiveness and quality of the use of the IT. Its measurement allows one to apprehend, without large effort, the hidden IT-costs related to incidents loss of productivity, lacks of knowledge, or inadequacies between staff needs and software tools.

Moreover, concrete improvement actions resulting from users’ satisfaction assessments have motivating effects on company staff.

A report recommendation is put forth in all the assessments currently carried out.

5.4.3 Assessment of the IT-infrastructure

Several recommendations were made in each VSE within the area of the assessment of the IT-infrastructure. Among this one, here are two relating to the operating system (OS) standardization and the use of the files server.

OS standardization

Repartition of the operating system running under the workstations is presented above.

<table>
<thead>
<tr>
<th>OS</th>
<th>VSE A</th>
<th>VSE B</th>
<th>VSE C</th>
<th>VSE D</th>
<th>VSE E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Windows 95</td>
<td>12 %</td>
<td>69 %</td>
<td>0 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
<tr>
<td>Windows 98</td>
<td>20 %</td>
<td>0 %</td>
<td>0 %</td>
<td>16 %</td>
<td>14 %</td>
</tr>
<tr>
<td>Windows NT</td>
<td>0 %</td>
<td>0 %</td>
<td>0 %</td>
<td>0 %</td>
<td>N/A</td>
</tr>
<tr>
<td>Windows 2000</td>
<td>0 %</td>
<td>80 %</td>
<td>22 %</td>
<td>16 %</td>
<td>16 %</td>
</tr>
<tr>
<td>Windows XP</td>
<td>19 %</td>
<td>0 %</td>
<td>78 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
</tbody>
</table>

Figure 12: Distribution of the operating systems

Assessed VSE do not have a strong operating system guideline. For the main part of the PC’s, the operating system is generally the one delivered with the workstations, so that by analysing the figures of Figure 12, it can be seen that companies B and C have renewed their IT infrastructure recently relatively to 78 and 80 percent.

On the other hand, companies A and D have workstations running under almost the whole Windows OS family. This situation is difficult to manage. It complicates maintenance and consequently increases security risks. These two companies were advised to make an OS standardization.

To develop the use of the file server

Advantages of the files servers are: documents’ unity and accessibility, secure files storage and up-to-date information.
All assessed companies have a file server. But the way they use it is nevertheless not the same from one company to another. It is usual that users save professional information on the workstation hard drives.

It is recommended to create awareness in order to use the file server to store professional documents. This file server must, moreover, be structured in an efficient way and explained on the VSE-guidelines.

5.4.4 Assessment of practices regarding security

Several recommendations were made in each VSE within the area of the assessment of practices regarding security. Among this one, here are three topics relating to password procedure, anti-virus protection and back up operation.

To improve the password procedure

Password is the first protection against intrusions.

The use of passwords’ practices is the most divergent topic within the assessed companies. In one VSE out of five, the password was used conscientiously and the employees kept it completely confidential. In the others, the password management procedure was in place but the confidential was limited.

The assessment recommends setting up a policy which forces staff to keep the password personal and confidential. This confidentiality is extended to the system administrator.

To improve anti-virus

Anti-virus is important so as not to get corrupted files on the internal network.

Among all of the security area procedures, anti-virus is the one most commonly in place. It was not installed in a consistent way from one VSE to the other. One out of five of the assessed VSEs used up-to-date anti-virus software on the entire infrastructure. The others did not use an anti-virus on all PC’s and servers: they used an anti-virus protection that is more-or-less up-to-date, on almost the entirety of the infrastructure.

Because all of them had an Internet access and can import corrupted files, a recommendation was each time introduced.

To optimise the back up operation

A back up is a second copy of the data onto a tape or another media making it possible to restore data in the event of loss or destruction of the original media.

This procedure exists in the all assessed companies, but the rigour and the quality varies from one to the other. A certain number of gaps are identified, among those: daily complete back up rather than differential, lack of awareness of the staff about the data taken into account in the back up, restore procedure not systematically tested, or out-of-date back up media.

Recommendations regarding these gaps were made to improve the process by integrating all of the above elements.

5.4.5 Assessment regarding document management

Only one recommendation was made in each VSE within the area of the assessment regarding document management. This recommendation was the improvement of the document management.

To improve the document management

Document management is the weakest point of all the companies. In each one, the documentation is stored without any particular rule: invoices are stored at accounting; contracts are kept by the management; technical documentation stored by IT staff. The documents are on an electronic or a paper
format according to possibilities. They only are partially identified and the version numbering was always missing.

This generalized weakness documentation has a negative impact on VSE’s efficiency. Moreover, the lack of documentation represents a risk in a hypothetical departure of someone from the “IT-staff”.

6 Conclusion

The NOEMI assessment methodology was specially designed to cover the global IT-activities of VSEs as a critical topic of a public research project of the Centre Henri Tudor in Luxembourg. The initial objective of this methodology was to directly contribute to the implementation of a model of collaborative IT-sourcing developed in the same project.

The process portfolio is mainly derived from ISO/IEC 15540, the IT Infrastructure Library, security standards, and outputs of other projects of the Centre. The capability model deeply explores the gap between both the lowest levels of the ISO/IEC 15504 model in order to match closely with the reality of VSE. It focuses on five areas of processes: infrastructure, service support, management, security, and documentation. The assessment process itself is directly based on ISO/IEC 15504 and systematically involves all processes defined within the five areas.

However at the time of writing this paper, the methodology was already experimented with five times. Each performance was a success according to the positive feedback of the VSEs. Two other assessments are currently in progress. And more than ten VSEs are interested in being assessed using our methodology, which is a significant number with regard to the current promotional effort. Furthermore, some of the Centre’s research and dissemination partners are interested in experimenting with it in France and Belgium.

This success story of the NOEMI assessment methodology with the VSEs leads us to consider it as an independently packaged tool that can contribute pragmatically to the efficiency and competitiveness of the VSE thanks to IT-quality improvement in software processes, in service management, and in security. Overall, it serves to enable business value through IT-innovation.

Today we can already consider the dissemination stage of the NOEMI assessment methodology. Private consultants – as free-lance or service provider – could be trained to use this methodology within an ad hoc partnership in order to ensure the related deontological framework. In a similar approach, the NOEMI assessment methodology is ready to be transferred to non-profit or public organisations as a new public assessment methodology that closely matches the needs of very small companies.
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Abstract

Large amounts are being spent on internal projects focusing on software and hardware process improvement. Nowadays, this fact applies especially to the automotive sector, both car manufactures and suppliers. Today’s main concern is to adapt quality models as well into the company’s specific development as engineers are able to understand the new, quality-assurance procedures as useful and easy-to-adapt instead of heavy-handed bureaucracy. If engineers would recognise the usefulness of the new quality-assurance procedures, they would start conforming to them before being requested or instructed to do so – simply because the guidances, templates, examples and check lists are found to be helpful and the description of the actions are found as supporting daily work. Then these procedures become self runners and the project takes off. There is no need to convince your people any more but you concentrate on further optimization of the main processes.

This desirable scenario occured in a software process improvement project of a medium-size automobile supplier. Important for the projects’ success was the continuous, unrestricted commitment from the management. This made it possible to encourage even people with constant doubts. Very remarkable is the extent of the broad support for the project up to today, 15 months after it started.

This report describes the starting situation and the several steps in this CMM improvement project. Despite some problems at the beginning, the project proceeded successfully. Therefore this led to an extension of the project goals at the end of 2002. Additionally, main success factors are listed and an outlook is given.
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1 Starting situation

A German medium-sized automotive supplier with approximately € 1 billion annual turnover has a department, where about 40 employees develop control units for one of their mechatronical products. The situation at the beginning of the project in 2001 was characterized by substantial internal efforts for troubleshooting. Huge stress and intuitive ways of performing tasks led to poor processes.

![Diagram of error costs](image)

**Figure 1: Average error correction costs of each development phase for a serious fault, measured by a German automotive supplier in 2000.**

Certain circumstances helped initiating the project. Two back-to-back errors caused serious defects in mass production. Therefore, the efforts put into fault correction were measured for the first time over several projects. A survey proved that the costs of correction increased nearly exponentially in each development phase, and the costs rose even worse in mass production. Only one of these errors costs more than € 6.5 million. This awareness increased the willingness to invest in error prevention, early testing and reviewing, and especially process improvement enormously [7].

The management's commitment to a software process improvement (SPI) project was also supported by an experiment conducted by a few motivated employees who voluntarily reviewed all relevant documents during a customer project. Therefore, costs rose about 22% during specification and implementation phase. But, in contrast, the number of errors found during system testing decreased about 52%. This led to a Return on Investment (ROI) of 3 to 1, based on a very conservative estimation. This result motivated staff and management and paved the way for more efforts into quality assurance.

The management decided to use the Capability Maturity Model (CMM) Level 2 [8] as a guideline for their software process improvement. Reasons therefore were:

- the starting situation was unsatisfying, especially the efforts for error correction
- the above-mentioned experiment with the result of 3:1 ROI
- the employees’ suggestion of trying CMM
- a competing department also started an CMM project
- the very high international importance of CMM, especially in the automotive sector

In January 2001 a first draft of a roadmap contained the quite competitive goal of reaching CMM Level 2 within 15 months of process improvement. After 7 months of project planning and preparation (milestones “CMM Project Kick off” to “Design Release CMM” in Figure 2) there were another six milestones planned for the six key processes to be defined. According to the plan there have
been five months left for piloting and introducing the new processes. For December 2002 there was a short-assessment planed to verify that the projects work in conformance to CMM Level 2.

**Figure 2: CMM project roadmap in January 2001**

### 2 Approach

For the conception and realisation of process improvement external help was brought in. At first, the six key processes of CMM were used to define three packages, each containing two key processes [2,3,6]. Two consulting companies were assigned, each with the purpose to handle one package. The third package was put off. Method park was one of these two consulting companies, and started supporting the CMM project in September 2001.

It was continuously necessary to motivate as many key employees as possible to get them involved in the improvement process. Some SPI basics were missing: definition of roles, phases, required artefacts, corresponding responsibilities and methods. Afterwards the key processes were discussed separately in several workshops.

These additional tasks for performing these SPI basics caused a delay in the original roadmap. Thus, the goal for 2002 had to be redefined: instead of passing a short-assessment at the end of 2002, which would have required established processes, all CMM key processes had to be at least ready for piloting (Figure 3).

In April 2002 the third consulting package and some other tasks were assigned to us, as well. The other consulting company will conduct the short-assessment in the first quarter of 2004. The fact that two consulting companies were involved certainly created some redundancies and small difficulties but made it easier for the customer to compare the services and use this experience for later offers.
2.1 Workshops

In average three workshops were needed to define a key process. The first workshop introduced the activities of the key processes and some approaches to meet their requirements. Then, all participants cooperated for drafting an approach how to meet the customers special business needs. Subsequently, tasks such as creating document templates, examples, check lists, and step-by-step descriptions with guidelines were assigned to the participants.

The agenda of a workshop typically contained the following:

- Introduction of the key process goals, activities, and approaches
- Draft of the company specific process definition
- Assignment of tasks
- Open issues
- Workshop feedback.

The latter made it possible to evaluate the success of the workshop and optimize the agenda.

In the second workshop the results of the tasks were discussed and – if necessary – redefined, but this time more detailed. The third workshop was used to re-involve the affected groups and ensure their commitment by inspecting the results. Additional requirements were listed, as well. Then, the descriptions, guidelines, templates, examples, and check lists were published in the online process workbench where they were made available to the entire team (Figure 4). According to the limited resources of the customer a rhythm of two workshops each month worked best. This made it possible to define up to two key processes within a three-month period.
2.2 Piloting and Training

The piloting of the key process “requirement management” started in 2002. The aim of the pilot project was to refine, optimize, and adapt the defined process to the special business needs of the development departments. Three projects were selected for piloting one key process. These projects were estimated to take about 12% additional time and resources for the affected activities.

At the beginning of the piloting, the required tools were evaluated, installed, and the respective people trained. The piloting team was trained in the new process, as well. During the piloting, feedback was systematically collected on a regular basis. This is important because the team members found the more constructive suggestions for improvement not after but during the pilot phase. As soon as possible, this feedback were integrated carefully into the process definitions and templates.

If the company's culture implicitly or explicitly blames employees for mistakes, huge resistance and unusable feedback has to be expected. Often this happens covertly. This kind of behaviour must be replaced by a culture of blaming the process instead of the person.

After successful piloting the team become coaches for the roll out. A suitable exposure for the new processes can help by making the piloting successes known and valued.

Trainings were adapted to the different situations and roles of the staff. The training program takes into account both the specific training needs of each role and already existing specific knowledge. As a result for each process area there are basic trainings on the one hand and special ones – in-depth trainings – on the other hand.

3 The milestone at the End of 2002

In December 2002 we reached the main milestone of the year. All process areas of CMM Level 2 have been defined. The descriptions, templates, and check lists have been revised and are ready for use. Further successes have been:

- The staff has supported the quality enhancing activities greatly. Despite a full workload they still have found the time to prepare for and participate in workshops and reviews, and finish
• The staff has shown a surprising reaction to a personnel change: the manager of the CMM project left in mid 2002. The improvement team took over responsibility for the project very quickly. Especially the people who had been critical at the beginning were then ready to fully cooperate within the project. Obviously they recognised and valued the use of the project.

• A better improvement culture was established. A high amount of both positive and constructive feedback has been given. For example improvement proposals have been posted and managed in a list which is open to everybody. In addition, feedback is required regularly and systematically, and these proposals are integrated into the process descriptions.

• The new descriptions and templates were in use even before they were reviewed, piloted, or released. Instead of waiting for the release, the staff started using the templates, simply because they recognised their value.

• Reviews were performed more intensive and more efficient than they were in 2001.

• The newly developed tool for estimating efforts has been used several times. It was found to deviate from actual efforts no more than 10 percent. Thus, it is more reliable than a “rule of thumb” method.

• In the fall of 2002, an OEM conducted the first audit at the customer. 467 of 500 points were reached on the automotive manufacturer’s scale.

4 Extended Goals

These successes made it possible to both continue the existing project and define new goals for 2003. Starting in January 2003, the test and design processes will be looked at in more detail. Also, people from outside the current focus have shown interest in our approach. The hardware development team wants to use the defined processes, as well. Of course the processes need to be enlarged to meet the hardware-specific needs (Figure 5). A further department, responsible for developing the controls for another product, also wants to adapt and use the descriptions and processes for their purposes.

When you start changing things, it can have surprising “side effects”. The customer’s employees have started using the defined processes in areas for which those processes had not been developed. For example they used risk analysis not only for development projects, but also for the CMM project itself. The main risk for this project was, whether the management would accept, that the main project efforts will be shifted to the start of the project. It has to be accepted that a lot of work is done in requirements engineering, project management and reviews of several documents, before the engineers start to implement the system. Since some of the greatest risks concerned the management, the boss was involved to help developing suitable counter-measures (Figure 6).
5 Success Factors

Management commitment is the key for success. If the process improvement project is not at least as important as a customer project, the employees will always have (or will always be given) more
pressing things to do. Even if the management does not say it explicitly, the employees soon find out whether they are measured more by the success of the customer project or by the success of the process improvement project. The management should regularly show its support for the new process.

Organizational measures can additionally support the success of the project. Those affected by the project should become involved or at least be adequately informed about the goals and ways to reach them in a kick-off meeting. A project manager coordinates the different internal and external jobs. Somebody must be responsible for each key process and must be a contact person for questions regarding corresponding activities. These “responsibles” are involved in the definition of the approach for this area and maintain the descriptions, templates, examples, and check lists.

Another important success factor is to plan deadlines and resources realistically. Every month, this project required about 0.4 person months of external consulting (without training) and 1.2 to 1.5 person months of internal efforts. Experience has shown that even though such a process can be implemented with little effort it will not be adequately adapted to the company’s needs. Therefore, the employees will only stick to the process on paper (if at all); it will not be maintained and improved adequately.

Good process and product metrics support the development. Not everything that one thinks it should be measured, needs really to be measured. Rather, the progress of the entire project and the sub-projects should be made transparent in a simple, sensible way. This applies to both customer and process improvement projects. Other success factors were, for example, the company’s culture in regard to mistakes, regular collection of feedback, and piloting, as described above.

6 Summary and Outlook

Whoever starts defining and measuring will initiate change. It is important to use these changes for a cultural shift by establishing improved processes step-by-step. Changes must not become a matter of form or a fashion symptom, but the new activities should become a characteristic of a cultural change (Figure 7).

![Figure 7: The chance for cultural change](image-url)
“The only person pleased with changes is a baby with wet diapers [9].” Therefore it is essential to show employees how to benefit personally. The achieved results and successes need to be communicated clearly. In the project outlined in this paper, the employees have recognized the advantages of the new processes, already make intensive use of the templates and checklists, and give a lot of constructive feedback, which makes it possible to further improve the descriptions. As soon as the new processes have been established, the focus will shift to the Capability Maturity Model Integration (CMMI) Level 3 [4,5]. The great support gives reason to hope that the employees will continue to accept changes instead of having to be convinced to do so. Therefore it is reasonable to expect that the process improvement project will continue successfully.
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1 Experiences with SPI in Memolux

Memolux, established in 1989, is a Hungarian private SME company with professional experience as a service provider in finance and public accountancy, management organization, software development and information system engineering. In Hungary, Memolux is ranked after the "Big Four", the four greater advisory firms in public accountancy. Memolux is a member of several economic chambers (AMCHAM, BCHH, CCCH). The payroll and accounting service lines represent the biggest one in the Hungarian market provided by independent Hungarian SME with about 150 clients.

Memolux has run software process improvement practice for more than ten years. The ICT department achieved maturity level 3 of Bootstrap methodology[1] and ISO 9001[2] certification by 1998 and has been successfully participating in EU research projects. Memolux was the prime user and contractor of the PASS project, which was the first Central and Eastern European ESSI Process Improvement Experiment (FP4 PIE) project directly supported by the European Commission[3]. Memolux was a co-developer of the Media-Information sans Frontiérès (NQA based teamwork) system and was the technical coordinator of the Media-ISF Best Practice (FP5 IST Take-up) project[4].

The baseline PASS project to the software process improvement activities started in 1997. Its business purpose was to develop a modular, platform independent, integrated networked software system satisfying the functional requirements of EU standards in public accountancy and applicable for the Hungarian as well as for the international market.

Objectives and expected results were improving the control of the development process (QA Unit, structured system analysis, improved testing process, efficient project planning, ISO 9001 documentation), raising the maturity level to 3 and achieving compliance with ISO 9001 requirements at this high level of maturity.

In the PIE project the quality of Memolux software development processes was enhanced to become well defined and predictable, and by the dissemination of EuroSPI conferences in 1997 and 1998, this PIE was used as a master example to adapt Eastern European processes to the high quality norms of Western Europe, this way facilitating the integration of Eastern Europe into a joint EU in the long term.

The lessons learnt from the above experiment were the following:

- The approach of considering the improvement of the maturity level as the principal objective and the achievement of ISO 9001 certification as a side-effect was valid from the efficiency point of view.
- Even if ISO 9001 certification was not the principal objective of process improvement, it might be worth capitalizing on its high recognition by allocating appropriate resources to its achievement.
- According to international experiences, there is usually a significant decline of attention towards the quality system after the ISO 9001 certificate is granted. The approach of considering certification as a side-effect of overall process improvement helped to avoid this trap.

2 Strategic Project for Improving Business Services – PASS3Mill

The company built its success around the accounting and payroll outsourcing needs of Hungarian and foreign start-up companies following the social and economic transformation of the 1990’s. The full time professional staff, the nimble organization, the innovative culture and their strong IT foundation enabled Memolux to maintain a stable growth and to adopt quickly to changing market requirements.

Due to a conscious and consistent integration of business and technology development efforts in the company’s strategy, Memolux was able to build and maintain a competitive advantage in its markets. In 1999 the new project called PASS3Mill[5] started based on the new definition of the company’s Payroll business strategy[6]. By the help of the ICT staff the management of Memolux Payroll Depart
The Memolux development team developed a vision listing the major characteristics of the business Memolux wanted to run:

- Maintaining the current (40%) growth rate of the business line based on continuous performance improvement, improved risk management and the introduction of new value-added services
- Maintaining the current customer base while targeting new market segments and services
- Personalized services for client HR staff and management – like one stop shopping
- Providing self service opportunities for client staff and management – from accessing data and basic services to professional consulting
- A modular design of service offerings – to enable customised services to individual needs
- A nimble organizational structure – that allows quick market response and dynamic growth
- The operation of a sophisticated quality assurance system that enables the company to offer the best quality service on the market
- Best value – to become the best service provider at the lowest price
- Low-risk service acquisition – generic and reliable processes that will accommodate the seamless transfer/acquisition of outsourced client payroll activities
- Integration of client and Memolux processes – setting up processes that can quickly adopt to changes made within client organizations and practices
- A full integration of business processes and technology – every step of the business process is supported by information technology

The payroll accounting service system should be based on the Hungarian legal regulations and European standards and achieve:

- that requests from Memolux clients are fulfilled in a way that elicits the greatest possible contentment and within the shortest possible period of time
- that Memolux offers tailor-made solutions for big companies employing over 1000 employees, too
- that the service is provided on the basis of traceable and documented procedures, via methodical and professional administration
- that the IT support of the service is based on the most modern possible background, with the involvement of the Information and Communication Technology Department and the employment of the most modern available technological opportunities

The aim of the PASS3Mill was the implementation of business processes fulfilling defined quality standards and using IT solutions employing the new technological opportunities. The main tasks of the PASS3Mill project were:

- The careful examination of the processes of the Payroll Accounting business branch of Memolux and improvements re-using present successful processes from the previous process improvement initiatives.
- The extension of the scope of the quality assurance system (compliant with ISO 9001), to cover the entire business segment of the Payroll Accounting and ICT Departments applying defined e-services processes.
- The re-organisation of the IT service provided for the Payroll Accounting Department, which is a significant extension compared to the previous IT support, system-development and system-maintenance activity.

The planning of each improvement step within the PASS3Mill project started with the business risk analysis to select those areas of IT development, which meant the greatest risk for the payroll accounting service. The risk analysis[7] had to be done on the basis of the “Payroll Accounting Functional Process Description”[8] measuring the effect of the following risk factors on the business processes:
• growth of volume
• change of the method of work
• the enlargement of the service activity
• non-compliance of the IT support
• change of technology

Measurement was done by applying 3 (0-2) risk categories for all of the above mentioned factors in relation with the primary processes.

0. the risk factor has no direct impact on the efficiency of the business process belonging to the primary process.
1. if the effect of the risk element is direct, but does not have decisive influence on the result of business processes
2. if the effect of the risk element is direct and decisive in respect of business processes

Adding up risk values attached to primary processes, we got impact values in a scale from 0 to 10.

Based on the above, rates 9-10 characterized high-risk primary processes, which had to be dealt with in the succeeding improvement step/phase, i.e. a certain new improvements had to be made on the processes as well as on the underlying technology solution, so that the risk level should decrease in the shortest possible time frame. If primary processes reached rates 7-8, only the refinement of processes had to be ensured, while the change of the underlying IT solutions was postponed until the next improvement step. Primary processes with rate 6 had to be taken care of only when the tasks related to a higher risk category had been already solved.

By the end of 2002, the PASS3Mill project achieved its main objectives by having maximum 6 of risk value level for any of the primary business processes. This meant that the ICT related risk factors were now under control.

The effects of the PASS3Mill project on the capability of the outsourcing business environment were measured against the framework of the eSourcing Capability Model for IT-enabled Service Providers (escm) [9] in the beginning of 2003.

3 The escm Self Assessment

The escm framework contains nearly two hundred practices for IT enabled outsourcing providers that address the critical capabilities of the service. All the practices are organised into three outsourcing phases and five organisational elements and each practice is associated with a capability level (see Figure 1).

The objective of the self assessment was to define the measurable effects of the previous PASS3Mill project. In 1999 when PASS3Mill project started no applicable capability models (such as escm ) were available and could be applied to define the level and the necessary improvement steps of business related services such as the payroll outsourcing service.

From business terms the PASS3Mill project achieved the main goal of providing enabled IT technology and process support for the redesigned outsourcing business process at predictable cost. During the migration period the fast growing (40% per year) volume of business transactions were processed by a much lower increase (12% per year) of human resources.

The business success motivated us to investigate the capability aspects of the improvement, and to make visible our results applying the escm model.
Figure 1: The e\textsuperscript{scm} Framework

The self assessment used the e\textsuperscript{scm} practice descriptions as a basis. The assessment kept in mind not just to define a capability level, but to measure the effects of the performed PASS3Mill project on the achievement of e\textsuperscript{scm} levels.

We also tailored the practice definitions, when they were not adequate to the size (25 people) of the outsourcing organization or not applicable to the business (payroll outsourcing) characteristics. The self assessment results and derived new improvement opportunities are summarized in form of a fulfilment map:

Figure 2: The e\textsuperscript{scm} Fulfilment Map of Memolux Payroll Outsourcing Services
The effect of PASS3Mill showed a high level achievement (82 from 93) in the implementation of the e^scm^ practices. The practice definitions of e^scm^ were applicable for the Memolux service type.

In general we observed that the relatively small size of the outsourcing organization had an effect on e^scm^ so that more level 4 practices were implemented on the executive level and it was difficult to fulfil some of the level 2 practices.

The clear and well-defined business orientation and strategy underlying PASS3Mill together with the supporting ICT project led to a “full” implementation of the Business Operation and Technology organisational elements within e^scm^.

In the improvement planning we then focused on e^scm^ practices, which were missing or only partially implemented.

The Technology element does not mean a big issue for further improvement inside Memolux, as the necessary technology practices “just” request a normal subcontracting type contribution and cooperation from a maturity level 3 ICT organisation. However, the further implementation of the People and Knowledge Management practices is a must to achieve the other results of the external effects of the development and support project.

Thus a major focus was put on the knowledge management aspects in the next improvement step.

<table>
<thead>
<tr>
<th>Capability levels</th>
<th>ID</th>
<th>Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>ppl_over_1_4</td>
<td>Establish and implement a policy to encourage and support innovation and entrepreneurship across the organization.</td>
</tr>
<tr>
<td></td>
<td>ppl_over_13_4</td>
<td>Analyse the effectiveness of the training in achieving its intended objectives.</td>
</tr>
<tr>
<td>3</td>
<td>ppl_over_8_3</td>
<td>Establish and implement a policy to provide personnel with opportunities for career development.</td>
</tr>
<tr>
<td></td>
<td>ppl_over_11_3</td>
<td>Establish and implement a reward program that encourages the achievement of organizational objectives.</td>
</tr>
<tr>
<td></td>
<td>km_over_3_3</td>
<td>Establish and implement a knowledge system to identify, control and disseminate information.</td>
</tr>
<tr>
<td></td>
<td>km_over_5_3</td>
<td>Identify and reuse work products.</td>
</tr>
<tr>
<td></td>
<td>km_over_7_3</td>
<td>Analyse and use knowledge about clients and end-user.</td>
</tr>
<tr>
<td></td>
<td>km_over_8_3</td>
<td>Analyse and use feedback from clients and other stakeholders throughout the sourcing process.</td>
</tr>
<tr>
<td></td>
<td>km_over_9_3</td>
<td>Analyse the perceptions that current and prospective clients have about the organization and its services.</td>
</tr>
<tr>
<td>2</td>
<td>org_over_3_2</td>
<td>Establish and implement a policy on risk management.</td>
</tr>
<tr>
<td></td>
<td>org_over_13_2</td>
<td>Establish and implement disaster recovery procedures.</td>
</tr>
</tbody>
</table>

Figure 3: Identified Gaps by Capability Levels Using e^scm^ Self Assessment

3.1 Observations by Capability Levels

The most of the practices on level 4 are essentials for an effective, successful business. If they were missing, the result would be a sure business failure. Other interesting findings are that the most practices belong to the responsibility of the Executive Manager in case of a small business company. We think that it will be needed to shift them to other organizational roles in case of a future growth. According to the management policy it is planned to nominate a HR (Human Resource Services) manager responsible for payroll outsourcing related tasks when the payroll staff exceeds the 30 people size.

There are some practices on level 3, which the outsourcing service provider organization might not
regard as an essential issue, and so a wish for tailoring options might come up.

This is the level, where the most effects of the PASS3Mill projects have been achieved. The missing practices are HR (Human Resource Services) delegation related and knowledge management issues.

The external effort of the development project [5] shall be replaced by the proper knowledge management solutions. This was the result from investigating the fulfilled level 3 practices by subtracting direct operational management-authority practices. Remaining practices need external support, such as process improvement, which is the best example for demonstrating applicability of knowledge management as a potential outsourcing service. The distributed collaboration seems a presumption of e\textsuperscript{scm}.

<table>
<thead>
<tr>
<th>Practices</th>
<th>Topic</th>
<th>input from</th>
<th>output to</th>
<th>uses activity in</th>
</tr>
</thead>
<tbody>
<tr>
<td>org_over_16_3</td>
<td>process improvement based on reviews</td>
<td>org_over_7_3&lt;br&gt;org_over_10_3&lt;br&gt;ops_over_2_2&lt;br&gt;ops_over_6_3&lt;br&gt;tech_exe_2_3&lt;br&gt;km_over_4_3&lt;br&gt;km_over_8_3&lt;br&gt;km_exe_1_2</td>
<td>km_over_3_3</td>
<td></td>
</tr>
<tr>
<td>2.a.</td>
<td>identifying sources, classes of basic information (organization’s performance measures) to define improvement</td>
<td>org_over_7_3&lt;br&gt;org_over_10_3&lt;br&gt;ops_over_2_2&lt;br&gt;ops_over_6_3&lt;br&gt;tech_exe_2_3&lt;br&gt;km_over_4_3&lt;br&gt;km_over_8_3&lt;br&gt;km_exe_1_2</td>
<td>km_over_3_3</td>
<td></td>
</tr>
<tr>
<td>2.f.</td>
<td>prioritising improvement opportunities based on organizational objectives</td>
<td>org_over_1_3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.h.3)</td>
<td>resource definition for improvement plan based on necessary supporting roles, competencies, work environment and information</td>
<td>org_over_4_2&lt;br&gt;ppl_over_4_2&lt;br&gt;ppl_over_7_2&lt;br&gt;km_over_2_2</td>
<td>org_over_4_2&lt;br&gt;ppl_over_7_2&lt;br&gt;km_over_2_2</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>reviewing implementation actions according to the measurement procedures</td>
<td>org_over_7_3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>verifying consistent implementation across the organization according to the periodically review procedures</td>
<td>org_over_7_3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4: Derived Process Improvement Map Using e\textsuperscript{scm} Self Assessment Level 3

The missing practices of level 2 (see Figure 3) can refer to different risk levels depending on outsourcing types, such as a bank transfer could not be performed without rigorous replication solutions and if the timeframe and conclusions are not so strict, whereas the disaster recovery is not a high priority topic. For example when the basic payroll activities can be performed manually or at low computerised level like via spreadsheet applications, the disaster recovery plan is based on ensuring the availability of human resources e.g. as overtime work. At a big volume operation the business continuity plan requests availability of high quality IT resources both, in terms of technical and human terms.

### 3.2 Observations by Organisational Elements

As identified previously, the missing Organizational Management practices are very dependent on the outsourcing type. The right balance between human resource and technology dependence shall be considered.

The most People practices belong to the responsibility of the Executive Manager at a small business organisation like Memolux Payroll. We think that it will be needed to delegate to an HR Department with the future growing.

Knowledge Management issue is identified as the main organisational element necessary for retaining the former results and improve the outsourcing capabilities. By the closure of the external development ICT project, the question is how the achieved capability level can sustain and further develop.
Figure 5: Derived Process Improvement Map by Organisational Elements Using e\textsuperscript{scm} Self Assessment

Based on the self assessment results we then analysed how the knowledge management methods and tools proved in IT environment could be further used.

4 Knowledge Management Focus

The intention of identifying knowledge management experiments was to present how the knowledge management system is important in outsourcing capability. We investigated what are the practices relate to Knowledge Management. We had an assumption, that knowledge management system is a key element to an effective outsourcing because it enables dynamic knowledge sharing.
### Figure 6: Relationship Between Knowledge Management and eSCM Practices

One of the identified main topics is about the **Client Relationship Management**. It requires managing knowledge regarding the client and end-user needs, feedbacks and perceptions of the current and prospective clients about the organization and its services. This knowledge would help defining the current and future market position and expectations. This issue was mainly handled at the executive management level in Memolux payroll service so far, and has in future to be delegated and further supported during the organisational growth.

Another major topic concerning the organizational processes is the people assignment issue, where a knowledge management system could firmly support the right **Competency Analysis and Quality Assurance**. Knowledge Management should provide the right access rules, extract necessary information to personnel about the client, service meetings and client expectations, and also legal requirements. We also found that Knowledge Management has a dominant role in **Service Control and Improvement** as storing and sharing information about lessons learned.

#### 4.1 Client Relationship Management

The CRM is always a critical issue for the outsourcing business processes. The client keeps high level expectations concerning the quality and availability of products of the outsourced services, and usually clients are very reluctant to fulfill all quality requirements concerning their own contribution. The expectations of both sides are usually documented in a Service Level Agreement and it is very important to measure the clients’ contribution (resource, data, etc.) the same way as they measure the service outputs.

Any type of communication between client and provider shall be documented and evaluated. At a minimum this includes the common minimum level interface between client and provider, a commonly accepted communication method shall be set up and performed based on the practice of the worst human reactions. The right knowledge management system fed by all the communication history data provides not only the applicable communication rules, but also a measure of client contribution performance and ability.

The knowledge management system receives all historical information regarding inputs and outputs of the service and thus provides a basis to review data and decisions. Before that the steps remain quite dependent on human factors. As the client has its own ability to even analyse his own failures, the overall service process will improve significantly. In general the outsourcing service can achieve a high capability level under the assumption that agreed requirements are kept on the client side without changing the contract or resources. The knowledge management can provide a framework and assessment method to control not only the providers’ procedures, but the clients’ as well. (e.g. late changes in requirements or contracts become visible and can be analysed from both sides)
4.2 Competency Analysis and Assurance by NQA/TEAMWORK method and tool

The Competency Analysis and Assurance principles and methods provided by the NQA (Network based Quality Assurance) [10a, 10b, 10c] knowledge management applications had been proved and used by the Memolux ICT department for many years. Based on the process improvement experience of the NQA concept focusing on role centred teamwork management paradigms for quality management in the field of distributed virtual work environments, the next step was to apply it for the outsourcing services as well.

The NQA approach is based on the following three principles:

- Role and information flow based teamwork process management
- Development of products by configuration
- Re-Use pool concept

The production of any project deliverable is not seen as just a sequence of tasks with a planned result, but it is the result of an integrated teamwork environment. The organisation is broken down into work scenarios and each scenario is designed with:

- Roles who have responsibilities
- Work steps to which roles and resources are assigned
- A network of work steps forming a work-scenario
- Results produced by roles performing a certain work step in the work scenario

The information and communication technology also supports selecting, measuring and controlling the processes.

The required technologies should support also knowledge and information storage, for de-centralised information access and retrieval, as well as for the short-term merging of distributed knowledge.

The selected platform for managing the outsourcing competence assurance has a great deal of built-in functionality including the following:

- A dynamic structure for presentation of documents and links that allows customised views of information
- A clear separation of information and its presentation
- Documents are stored as objects containing information, metadata and functions
- A built-in user and group based security mechanism (access control)
- A scalable architecture for connecting many information servers together into one server pool
- A channel mechanism that supports passive information retrieval (notification)
- Users can create new information through linking documents together
- Collaborative authoring is supported with integrated document versioning, locking, and configuration management
- Object Oriented programming methods allow development of new applications and/or the extension of existing functions

Memolux management found NQA/TEAMWORK as the most promising method and tool to further implementation of the People and Knowledge Management practices in order to retain the high capability results and effects of the external development and support project.
4.3 Service Control and Improvement

The lessons learnt during improvement of our Payroll outsourcing service show us the importance of clients’ attitude and capability to perceive our initiatives. It is the reason why we think that eSCM capability determination and improvement should be extend to so-called IT enabled clients. This is the point where we refer back to earlier publications about virtual organisations (Knowledge Enterprise model) concerning Clients Relationship Management and Competence Assurance in the Service Control and Improvement. As the level 3 practices of IT enabled outsourcing cooperation request the same level of measurement of contribution and participation of both client and service provider sides, the outsourcing business model can be easily adapted to the below described Knowledge Enterprise business model implemented by the MEDIA-ISF Best Practice Action (IST 5FP) [4].

Figure 7: Knowledge Enterprise Business Model

Here we highlight the importance of the level 4 practice of Knowledge Management: “Establish and implement procedures to transfer to the client, during contract completion, the knowledge gained from the specific client engagement” (km_post_1_4).

We found that the eSCM framework can be further extended by implementing the “Accounting for service usage” process of the above Knowledge Enterprise business model. This type of activity is just mentioned in this post contract phase eSCM practice as “ensuring verification and accounting of knowledge transferred”, however this activity is periodically (monthly or yearly) performed in a typical outsourcing service.

The additional finance model to the referred Knowledge Management practice can be simply based on user subscription and/or transaction fees. The used technology platform for IT enabled outsourcing services shall have two main functions from financial accounting point of view:

- Measuring and monitoring the contributions from the different knowledge authors (both clients and service providers) cooperating in the content (electronic form of knowledge elements) re-use and production workflows
- Measuring and monitoring the usage of the common knowledge pool

By such measures the content-based service delivery chain can be simply followed by the transactions performed by the active users of the implemented outsourcing services. The monitoring concept of the electronic content (electronic form of knowledge elements) distribution and usage processes assumes the common understanding of the quality requirements and its support via teamwork technology, which leads to higher performance and outsourcing effectiveness.

This knowledge management focus and use of a technology platform for supporting this led to the design and exploitation of even new business services.
5 Applying e\textsuperscript{scm} Practices for Knowledge Enterprise Services

There are four main lessons learnt from using e\textsuperscript{scm} model to assess Memolux outsourcing capability:

- High capability level (3) practices can’t be achieved without external process improvement support.
- The high capability level can’t be kept without running knowledge management system.
- The practices of the e\textsuperscript{scm} framework are well adaptable for any virtual organisation model as the high capability level outsourcing cooperation of service clients and providers implements a real knowledge-based virtual organisation.
- The verification and accounting of the transferred knowledge resources are critical issues for IT enabled outsourcing sustainability.

Based on the lessons learnt, Memolux is focusing on how its process improvement skills and the adapted technology having been developed for many years can be utilized as a professional new outsourcing service. One of the business intentions is to provide knowledge-based skill and technology support for SMEs and NGOs planning to participate in public-private cooperation projects from the accession countries. The new outsourcing service organisation is naturally running on the knowledge management platform, which is part of the service itself. The uniqueness of the proposed service is that it assumes cross European partnerships both in the service providing organisation and the users sides.

By using the business process outsourcing Services as a delivery mechanism of the knowledge management related best practices for the accession SMEs, NGOs, public bodies, etc., the objectives of the new knowledge management outsourcing service are the following:

- Improving the impact of gained knowledge in the integrated (enlarged) Europe
- Providing critical mass and flexibility
- Simplifying procedures for fast organisational reactivity

The implemented Knowledge Enterprise services provide the accession communities a gateway to:

- New collaboration relationships at European level
- Teamwork tools and processes for inter- and intra-enterprise cooperation
- Flexible organisational structures empowering knowledge communities and radical innovation
- Product & service design tools supporting their own business models

These Knowledge Enterprise methods and tools have not been available for the accession business communities. They still have been the advantage of the big multinational consulting network-organisations, which have no real solution to the local SME and NGO business environments in the enlargement countries. However successful local business process outsourcing firms have been growing in size and services in the accession countries as well, frequently joining to international groups to scope with the requests of globalisation. These local service providers are aiming at the SME and NGO communities as well, by offering value added services at reasonable prices via traditional outsourcing business models.

Based on the tailored requirements of the fundamental quality standards (ISO9001\cite{2}, ISO12207\cite{11}, AQAP160\cite{12}, AQAP170\cite{13} and EFQM (European Foundation for Quality Management)\cite{14}) the new business service model is following already proven valuable standards, while its basic content - knowledge and intellectual capital management for SMEs and NGOs - offers important contribution for the innovation strategy especially in virtual production, supply chain and life-cycle management, interactive decision-aid systems, development and rapid manufacturing.
6 Summary and Outlook

The ICT business line of Memolux was looking at several innovative business ideas emerging around the concept of the knowledge economy. The former innovation around collaboration technology which led to the NQA network based quality assurance applications, proved to be the most promising path to improve running outsourcing services and to the development of a new service such as Knowledge Enterprise Enlargement Network.

NQA is a Web based knowledge management and collaboration suite that allows setting up high capability level outsourcing organisation with well defined roles and procedures, supported by sophisticated knowledge management and workflow based quality assurance applications.

Outsourcing of Payroll services has allowed Memolux to gain valuable experience about incorporating knowledge management and sharing into its client service offering.

Such a services enable clients to realize the following benefits:

- improved performance – compensating up front investments by reduced operating costs
- effective knowledge and content management – capturing individual knowledge and transforming it into knowledge capital that becomes of a reusable asset of the outsourcing processes
- improved client service – outsourcing organizations are equipped with processes, procedures and tools that can incorporate their clients into these practices without any extra effort
- improved ownership – better motivation of employees through a flat/information based and participative control structure, a radically different management style and a hierarchy based on knowledge
- improved value – in this structure the sum of the parts greatly exceeds their individual worth

Memolux has been using NQA to support its software development activities for years and currently it is extending this knowledge to bring together with new services. The lessons learned and the know-how generated allowed to search for opportunities outside of current business offerings and to turn this newly acquired knowledge and set of skills into other business itself.

One of the next steps along this path for Memolux is to offer its know-how to assist the 3200 member Local Government community of Hungary to set up their own "virtual organization" to share their resources, human capital and knowledge while providing their basic services to citizens and to acquire National and EU funds for their development projects. We believe that the know-how and tools will help them to benefit from the above listed advantages and to make them compliant with the needs of their customers, partners and funding agencies.

Hungary is about to become an equal member of the EU next year, which will generate the need for an outsourcing service SME like Memolux to professionally operate on global level as well.
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1 Introduction

To maintain or to improve their competitiveness in the knowledge economy, SMEs face the challenge to adopt new working methods, review their work processes and adapt existing skills to new usages based on a growing use of ICT. This is the reason why the e-GAP consortium is running five parallel surveys in selected Regions in Finland, France, Italy, Hungary and UK (plus a comparative investigation in Japan), looking for variables that might influence the management of the SMEs to move towards new methods of work like e-Work. Specifically, e-Work has to be taken as the criterion to measure and understand the reasons that influence the management decision process to accept and adopt new working methods. Understanding and clearly identifying why SMEs hesitate to participate widely in the knowledge economy would enable the EU to recommend a practical process to the management of those firms and help them to become socially responsible in the sense of the Green Paper on a European Framework for Corporate Social Responsibility.

With the present paper we intend to compare the outcomes of surveys, in order to bring out the reasons why and the ways (within specific professional environments) how telework and teleactivities meet difficulties in implementation and provide positive outcomes for cooperation.

2 Objectives

The e-Gap project compares the attitude of small and medium size firms towards Telework in five European countries: France, Italy, Hungary, Finland and United Kingdom.

In each country, we have chosen only one region; we have usually chosen regions with a high level of technological development and with excellent economic performances.

The five regions of e-Gap project are:

1. - Rhône-Alpes in France;
2. - Emilia Romagna in Italy;
3. - Central Transdanubia in Hungary;
4. - Tampere Region in Finland;
5. - Greater West London Wedge in the United Kingdom.

The study carried out by the e-Gap project was both qualitative and quantitative. Nevertheless it did not look for precise quantitative comparisons, but within various perspectives, made experiments in these environments and according to the meaning given by their protagonists. Such a study should highlight some of the best ways for use of new technologies and the overcoming of major barriers or inhibitors to their usage.

In order to explore the two above-mentioned levels, three types of investigation have been used:

1. Data collection and classification about political, legal, social and financial environment of telework and e-work at the context level.

2. A quantitative and representative survey of SMEs in a significant socio-economical area, at the actors level, with a sample of about 300 establishments in each of the participating country, using a questionnaire and computer-aided telephone interviews. Quotas of establishments weighted by business sectors ensured that the results has not been dominated by specific ones (like IT sector).

3. In-depth interviews with various selected people among enterprises, according to a significant sample: workers, managers, executives, and trade unions (actors level). About 60 people per country will undergo semi-directive in-depth interviews. Maybe less outside of official Europe countries.
3 Methology

The survey was undertaken via telephone interviews using a common questionnaire. The first part of the questionnaire referred to the use of information and communication technologies (ICT), the second part inquired about work organization, the third part investigated features of Telework practices and managers’ opinions on them, whereas the fourth part investigated organizational background of participating firms to the survey.

The aim of the questions about company’s technological equipment were: first, to survey equipment currently available in firms (e-mail, access to the Internet, corporate website, etc.) and second, to collect information to classify companies according to their attitude towards technology. The questionnaire also includes a question about previsions for technological improvements and a subjective evaluation of the level of corporate technology compared to competitors’ one (older, similar, better). We also asked interviewees if it is possible to access to company information services from remote stations, and if so, who could benefit from it.

In order to understand management attitude towards technology, we insert two Likert’s attitude scales, too: the first one, about disadvantages of ICT technologies (waste of time surfing on the Internet, risk that employees may use information services for their own use, data security-related issues), and the second one, related to problems connected to ICT technologies’ introduction in workplaces (generational gap, too little time for training, workers’ resistance, etc.).

The second part of the questionnaire concerned work organization, in order to draw a picture of corporate culture within companies. We asked the level of interconnection with other companies, the use of flexible working time, the utilization of project work and the level of autonomy granted to employees.

A final part of questionnaire concerned Remote Work and Telework. First of all, we analysed behavioural patterns towards working at home through a Likert’s attitude scale. Then, we asked about familiarity with Telework and advantages/disadvantages of this form of work.

4 Usage of ICT in SME’s

In recent years, the use of information technology has continuously increased in European companies, especially in regions enjoying rapid economic growth such as those in the e-Gap project. In each country, most of the companies interviewed possessed what we considered to be “common place” technologies: e-mail and the Internet are used in almost every company, especially in Finland and United Kingdom (Graph 1). Even in Hungary, where e-mail and the Internet are less widespread, they are used by almost 75% of the company.

As the English research team states, there is near-universal connectivity. However, we have to remember that some sectors, which are well known to be low users of e-mail and the Internet, such as small retailers and construction firms, are not included in our survey sample.
However the other ICT instruments are less frequent and differently widespread in the regions of the survey. The use of the *intranet* is relatively less widespread everywhere. In Hungary it's quite uncommon (below 7%). *Web site* and *sales on line* are less popular also, except for Finland and United Kingdom, where web presence scores a level of penetration close to 80%. *Co-operative work systems* are less widespread everywhere, except for Italy (20%). *Video conference* is not yet used very often: it is rare in Hungary (2%) and relatively low in Italy and Finland. It is used by about 10% of the companies only in France and United Kingdom.

Among preconditions of introducing Telework, general level of firms' ICT use is just as important as its depth. A particularly significant detail concerning the level of technological innovation is the possibility for all or part of the staff, to gain access to corporate information services. The information is very relevant, because companies that grant corporate access from the outside (checking out e-mails or other corporate information) may correspond to those readily inclined to promote e-work or Telework.

Figures (*Table 1*) allow a certain degree of optimism just for France where for more than half of the companies, *everybody* can use ICT equipment remotely. In the other countries, especially in United Kingdom and Hungary, this possibility is granted to a lower percentage of employees: what is surprising is that nearly 40% of English firms don’t allow any remote usage.

**Table 1 - Who is permitted to use ICT via remote access?**

<table>
<thead>
<tr>
<th></th>
<th>Rhône-alpes (FR)</th>
<th>Emilia Romagna (IT)</th>
<th>Tampere (FI)</th>
<th>Central Transdanubia (HU)</th>
<th>West London (UK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Everybody</td>
<td>55,4</td>
<td>27,2</td>
<td>21,6</td>
<td>14,4</td>
<td>15,8</td>
</tr>
<tr>
<td>Only senior management</td>
<td>24,1</td>
<td>11,6</td>
<td>23,0</td>
<td>24,2</td>
<td>31,7</td>
</tr>
<tr>
<td>Even middle management</td>
<td>10,5</td>
<td>9,2</td>
<td>22,0</td>
<td>8,8</td>
<td>11,2</td>
</tr>
<tr>
<td>Even supervisors</td>
<td>7,5</td>
<td>16</td>
<td>0,0</td>
<td>1,6</td>
<td>1,0</td>
</tr>
<tr>
<td>Nobody</td>
<td>10,9</td>
<td>33,6</td>
<td>31,1</td>
<td>32,0</td>
<td>37,6</td>
</tr>
<tr>
<td>N</td>
<td>294</td>
<td>500</td>
<td>305</td>
<td>248*</td>
<td>303</td>
</tr>
</tbody>
</table>

* The percentage of *not answer* is very high (19, 0%)
5 Attitudes to remote work

To measure the attitudes towards work at distance, we used a Likert’s scale, through we recorded the agreement/disagreement rate on a set of statements (Table 2). The main agreement among the managers concerns the statement according to which: working at home is only suitable for trustworthy and close employees of the company. This is true almost everywhere, but in Hungary. In United Kingdom, more than 90% of managers interviewed agree with this assertion. It is important to remember that the people questioned are top managers or assistants. The statement Hungarian managers agree most with is the one claiming that people should work less at home because there is no managerial supervision. What is surprising is that a wide percentage of English managers also agree with this statement. Another important assertion, in order to understand the positive aptitude towards work at distance, is the one claiming that home worker’s efficiency is higher because they can organise themselves autonomously. The percentage of agreement to this assertion is close to 45% in France, Italy and United Kingdom; it’s a little bit smaller in Finland and especially in Hungary.

Table 2 - Attitude Towards Remote Working (percentage of agreement)

<table>
<thead>
<tr>
<th>Statement</th>
<th>Rhône-Alpes (FR)</th>
<th>Emilia Romagna (IT)</th>
<th>Tampere (FI)</th>
<th>Central Transdanubian (HU)</th>
<th>West London (UK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>People work less from home because they don’t feel controlled</td>
<td>16,3</td>
<td>23,6</td>
<td>17,0</td>
<td>47,4</td>
<td>40,3</td>
</tr>
<tr>
<td>Working at home, is very difficult to match work and leisure time</td>
<td>52,7</td>
<td>35,0</td>
<td>40,7</td>
<td>29,4</td>
<td>49,8</td>
</tr>
<tr>
<td>Work at home is suitable just for trustworthy and close collaborators</td>
<td>61,3</td>
<td>58,2</td>
<td>41,3</td>
<td>23,9</td>
<td>90,8</td>
</tr>
<tr>
<td>You can work better at home because office is a source of distractions</td>
<td>20,0</td>
<td>13,8</td>
<td>28,9</td>
<td>31,0</td>
<td>30,0</td>
</tr>
<tr>
<td>Home workers’ efficiency is higher because they can organise themselves autonomously</td>
<td>44,6</td>
<td>44,2</td>
<td>31,1</td>
<td>26,8</td>
<td>45,2</td>
</tr>
</tbody>
</table>

We have aggregated these figures in a synthetic index of inclination towards working at home. According to this index, Hungarian firms seem to be more favourable to work at home, while more than half of French and English entrepreneurs shows some hesitation toward it (Graph 2). These findings are surprising, but we have to note that Likert’s scale in telephone interviews may lessen the effects of social desirability of statements. This could be especially true when statements are less familiar, as in Hungarian experience.

Graph 2 – Inclination Towards Working at Home
To be able to launch e-work the company has to adopt new ways of operation, that is, reorganize its work. Change and reorganization of work often pose problems in connection with distributed business and e-work arrangements. Organizing things in an old established manner often feels easier than making rearrangements.

6 Aptitude and interest in teleworking

Despite the fact that most of the sample companies located in the five European regions of e-Gap project have a very high level of technological growth and a remarkable knowledge of Telework, a very low percentage of them actually use it for some of their employees. If we admit that technological equipment is no longer an impediment to Telework implementation in European companies, what are the elements that prevent it from spreading?

Actually, not all high technological companies - as technological determinism would have it - rank among those who show a propensity for Telework (Table 3). Italian figures show that the number of firms not inclined to Telework is even smaller in companies with a low level of technology. We even notice that companies in favour are not always more easily found in high technology firms.

Table 3 - Propensity For Remote Working according to the Level of Technological Equipment.

<table>
<thead>
<tr>
<th>Region</th>
<th>low</th>
<th>medium</th>
<th>high</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhône -alpes (FR)</td>
<td>93,3</td>
<td>54,7</td>
<td>-</td>
<td>35,5</td>
</tr>
<tr>
<td>No aptitude for Telework</td>
<td>93,3</td>
<td>54,7</td>
<td>-</td>
<td>35,5</td>
</tr>
<tr>
<td>Favourable towards Telework</td>
<td>44,4</td>
<td>41,5</td>
<td>49,1</td>
<td>45,0</td>
</tr>
<tr>
<td>Neutral towards Telework</td>
<td>36,1</td>
<td>22,0</td>
<td>15,1</td>
<td>20,0</td>
</tr>
<tr>
<td>Emilia Romagna (IT)</td>
<td>low</td>
<td>medium</td>
<td>high</td>
<td>Total</td>
</tr>
<tr>
<td>No aptitude for Telework</td>
<td>19,4</td>
<td>36,6</td>
<td>35,8</td>
<td>35,0</td>
</tr>
<tr>
<td>Favourable towards Telework</td>
<td>44,4</td>
<td>41,5</td>
<td>49,1</td>
<td>45,0</td>
</tr>
<tr>
<td>Neutral towards Telework</td>
<td>36,1</td>
<td>22,0</td>
<td>15,1</td>
<td>20,0</td>
</tr>
<tr>
<td>Tampere (FI)</td>
<td>low</td>
<td>medium</td>
<td>high</td>
<td>Total</td>
</tr>
<tr>
<td>No aptitude for Telework</td>
<td>43,8</td>
<td>37,5</td>
<td>42,6</td>
<td>40,7</td>
</tr>
<tr>
<td>Favourable towards Telework</td>
<td>25,0</td>
<td>30,8</td>
<td>27,8</td>
<td>28,9</td>
</tr>
<tr>
<td>Neutral towards Telework</td>
<td>31,3</td>
<td>31,7</td>
<td>29,6</td>
<td>30,5</td>
</tr>
<tr>
<td>Central Transdanubian (HU)</td>
<td>low</td>
<td>medium</td>
<td>high</td>
<td>Total</td>
</tr>
<tr>
<td>No aptitude for Telework</td>
<td>30,1</td>
<td>32,6</td>
<td>22,2</td>
<td>29,4</td>
</tr>
<tr>
<td>Favourable towards Telework</td>
<td>50,5</td>
<td>41,1</td>
<td>51,4</td>
<td>46,4</td>
</tr>
</tbody>
</table>
So, there are companies who have a high level of technology but they are not inclined to use Telework, just as there are others that have a low level of technology but are more eager to test it. Therefore, the relation between these two variables is not linear. Nevertheless, if we put together the figures obtained through the two indexes (technological level and inclination to work at home), we obtain a model of propensity to Telework (table 4)\(^1\). We obtained this typology aggregating some of the cells created by crossing the two indexes, as you can see in Table 10. The first type "no interest to Telework" are those who have no technological equipment for Telework (low or medium) and little or no inclination towards it. In this case we think that lack of technology actually compromises any telework experimentation. While Resistant are those who are not in favour in spite of having technological facilities.

The most significant category is the Interested one, composed by those who are in favour of Telework and have a medium-to-high technological equipment, while those who expressed no opinion regarding work from home can be regarded as Indifferent, in spite of their technological equipment.

Table 4 - Model of propensity to Telework

<table>
<thead>
<tr>
<th>Favourable</th>
<th>Low</th>
<th>medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>no aptitude for Telework</td>
<td>No interest (28,1%)</td>
<td>Resistant (19,1%)</td>
<td></td>
</tr>
<tr>
<td>inclined/favourable</td>
<td></td>
<td>Interested (32,6%)</td>
<td></td>
</tr>
<tr>
<td>neutral</td>
<td></td>
<td>Indifferent (20,1%)</td>
<td></td>
</tr>
</tbody>
</table>

According to this classification, Italian firms are more interested in Telework (above 40%), followed by the English (35%) and the Hungarian ones (above 30%). Italy has a low percentage of firms indifferent to Telework (15%). It is quite surprising that Hungary has the lowest percentage of firms indifferent to Telework (only 5%) but we could explain this data if we remember that the number of firms with a high technological level in Hungary is very low, compared to the other countries. However the percentage of Hungarian companies not interested in Telework – those with no technological equipment and little or no inclination to Telework – is much higher than in the other countries (close to 40%). On the other hand, it is quite surprising that the number of this kind of firms – not interested to Telework – is very high in France too (above 35%). It is also interesting to note that Finland has a high percentage of firms classified as indifferent (above 30%).

There is a strong relation between inclination on Telework and the chance of employees to organize their own working time, too. Almost everywhere, companies that have no interest in Telework admit more frequently that nobody can organise his own working time. However, firms that are

---

\(^1\) In this Table, Italian data were proportioned to 300 units not to affect the general typology composition, when it is considered in its total distribution. In the other data processing we didn't make this operation because we always worked on percentage data and because data were processed on single databases. The reduction to 300 cases, referred to propensity to telework typology, produced variations under 1%.
Favourable to Telework grant this chance more frequently to all employees – or at least to middle managers. Only in Finland does this relation not exist.

7 Conclusion

The survey carried out in these five regions let us set up some general conclusions, in spite of some differences in the results, as outlined in previous paragraphs. Basic technology level is very high in all countries, especially if we think about Internet and e-mail diffusion. Anyway, indispensable technologies for e-Work development seem to be still not very widespread, as in the case of web sites and collaborative tools. It is also very important that entrepreneurs, as we shown in national reports, state that the main problems, introducing new technologies, are the lack of time for training, the resistance to changes and the generational gap. These answers indicate a low level of propensity towards innovation, in spite of high levels of technological equipment.

From an organizational point of view, inclination towards innovation seems low: project work is not widespread yet; management seems still very hierarchical and the only widespread form of flexibility is related to new kinds of contract. Moreover, the most common management model is direct supervision and visual control of work: that is why working site-off is not yet a common practice and it is used mainly by managers and sales force.

Although the majority of interviewees – especially in service sector - know the meaning of the term “telework”, among entrepreneurs prevails a stereotyped vision of this kind of work, according to which employees are the main beneficiaries and economic benefits, well known in the literature, are considered almost insignificant.

We must note that only a third of interviewees (especially employees in economic sectors close to e-work) could be classified as interested in telework, while most of those interviewed were not interested, indifferent or resistant towards telework.

The outcomes of our survey are quite clear: technology is not sufficient for telework diffusion, and the reason for this low diffusion must be researched in the effect of organizational cultures more than in technical problems. In fact, the inclination towards telework doesn’t change in significant ways together with changes in technological equipment. This centrality of the cultural issues, raise, in our opinion, the need for future EU founded projects to focus even more on the approach of people to ICT, dedicating every effort in investigating the cultural aspects of new technologies.
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Abstract

CREDIT [2],[3],[5] was an EU Multimedia project running from 1998 – 2001. It analysed skills assessment processes applied in Europe and also developed a generic platform which can be configured for different skill sets (according to DTI UK skill card standards), supports skills assessment, evidence collection, and advise through an Internet environment. The project results has further been developed into a commercial environment called Capability Adviser System.

**e-Commerce Jobs is an EU Leonardo da Vinci project** (2002 – 2003) [4] which develops skills cards for professions like e-commerce engineer, e-business manager, and e-strategy manager and uses the Capability Adviser platform to offer online access to the skills cards, online self assessments, online formal advise, and online learning path generation.

In this paper we outline how important such new approaches for skills management are concerning human resource management. Human resource services are an important business case addressed by the e^{scm} [1] (e-Services Capability Model), and human resource management in general is an important factor in SPICE for reaching a level 3.
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1 Human Resource Management

The e\textsuperscript{scm} (e-Services Capability Model\textsuperscript{1}) [1],[7],[8],[9] provides an improvement framework for IT-enabled outsourcing services, such as outsourced IT-intensive business processes, projects and tasks that use Information Technology as an enabler for designing services, coordinating service deployment, and delivering services.

One of the important IT-enabled outsourcing service segments comprises Human Resource (HR) services (including back office operations and strategic HR function outsourcing).

For such a service the e\textsuperscript{scm} describes a set of key processes:

- Organisational Management
- The People element provides guidance on personnel acquisition, training and development, which is critical to success since personnel play a key role in the design and delivery of IT-EOS.
- Business Operations
- Technology element
- Knowledge Management

For such these key outsourcing relevant processes the e\textsuperscript{scm} describes a set of capability levels:

- Level 1 - Initial;
- Level 2 - Performing to meet client requirements;
- Level 3 - Controlling through measurement;
- Level 4 - Enhancing through innovation; and,
- Level 5 - Sustaining excellence.

The Capability Adviser System supports an e-service concept with a defined model for

- Defining job roles with required qualifications and offering skills assessments against job roles online
- Gathering evidences to prove competencies and to receive online formal guidance and mentoring.
- A database of skills profiles (against different job roles) so that the personnel selection and acquisition of personnel for projects can be based on available skills profiles of persons (measured against required skills for job roles).
- A system that bases on an existing skills profiles generating a recommended learning path for a person, to enable a computer supported training plan generation.

Because the system is online the human resource selection, mentoring, and learning plan establishment can be traced and used even in largely distributed situations (people outsourced to different places in the world).

\textsuperscript{1} e\textsuperscript{scm} is a trademark of the Carnegie Mellon University, Pittsburgh, USA
In **CMMI** (Capability Maturity Model Integrated\(^2\)) the two processes **Integrated Project Management** and **Integrated Teaming** deal with job roles, responsibilities, and their collaboration in teams. Dependent on the responsibilities of job roles they will have certain skills and training requirements.

- **IT – Integrated Teaming (IPPD)**
  - **SG 1 Establish Team Composition**
    - SP 1.1-1 Identify Team Tasks
    - SP 1.2-1 Identify Needed Knowledge and Skills
    - SP 1.3-1 Assign Appropriate Team Members
  - **SG 2 Govern Team Operation**
    - SP 2.1-1 Establish a Shared Vision
    - SP 2.2-1 Establish a Team Charter
    - SP 2.3-1 Define Roles and Responsibilities
    - SP 2.4-1 Establish Operating Procedures
    - SP 2.5-1 Collaborate among Interfacing Teams

*Figure 1: Specific Goals and Specific Practices Related with Job Roles in CMMI*

These processes are required for achieving a CMMI staged level 3. However, the level 2 generic practices (applied on all processes to evaluate a capability level 2) already include human resource related criteria such as:

- Provide Resources
- Assign Responsibility
- Train People

<table>
<thead>
<tr>
<th>2 Managed</th>
<th>N</th>
<th>P</th>
<th>L</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1 Establish an Organisational Policy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2 Plan the Process</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3 Provide Resources</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4 Assign Responsibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5 Train People</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6 Manage Configurations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.7 Identify and Involve Stakeholders</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.8 Monitor and Control Process</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.9 Objectively Evaluate Adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.10 Review status with higher level management</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 2: Generic Practices Related with Job Roles and Skills in CMMI*

The Capability Adviser System [14] supports a structured and defined process to

- Defining skills sets of job roles (assign responsibilities)
- Allow skills assessment – to identify skills gaps and establish training plans based on standard procedures supported through a system (train people)

\(^2\) CMMI is a trademark of the SEI, Carnegie Mellon University, Pittsburgh, USA
• Allow managers to select best staff for the project based on their available skills profiles

Because it is a system based approach the human resource decisions follow a structured, re-usable, and traceable process.

In SPICE (ISO TR 15504, Software Process Improvement and Capability determination) the human resource management is part of the process attributes 2.1 and 3.2 on the capability levels 2 and 3. So you cannot achieve a capability level 3 on any process without properly managing the human resource management issue.

<table>
<thead>
<tr>
<th>2 Managed</th>
<th>N</th>
<th>P</th>
<th>L</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3 Established</th>
<th>N</th>
<th>P</th>
<th>L</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.2.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Process Attributes and Management Practices on Levels 2 and 3 in SPICE

2 Skills Assessment and Learning Process

2.1 The Underlying Skills Definition Strategy

Processes are managed by teams, and team members take certain job roles with responsibilities. These job roles require certain skills which are being structured in form of a required skills set [10],[11],[12],[13],[14].

For structuring a skills set we followed the EU standards for skills cards.

A Domain, contains

Job Roles, which contain

Units, which contain

Elements, which contain

Performance Criteria, which must be proven by

Evidences.
Figure 4: Basic elements of the skills definition model

**Domain**: An occupational category, e.g. childcare, first level management or software engineering.

**Job Role**: A certain profession that covers part of the domain knowledge. E.g. domain = automotive, job role = automotive SW project leader

**Unit (UK standards)**: A list of certain activities that have to be carried out in the workplace. It is the top-level skill in the UK qualification standard hierarchy and each unit consists of a number of elements.

**Element (UK standards)**: Description of one distinct aspect of the work performed by a worker, either a specific task that the worker has to do or a specific way of working. Each element consists of a number of performance criteria.

**Performance criterion (UK standards)**: Description of the minimum level of performance a participant must demonstrate in order to be assessed as competent. A performance criterion may have different relevant contexts.

**Evidence**: Proof of competence.

### 2.2 The Underlying Skills Assessment Model

![Figure 5: The Skills Assessment Process Model](image)

**Step 1 – Browse a Skills Set**: You select a set of skills or competencies, which are required by your profession or job using national standards or your company standards. You browse different skills cards and select a job role you would like to achieve.

**Step 2 – Register Interest with a Service Unit**: This can be a service unit inside your own company (e.g. a personnel development department) or a skills card and assessment provider outside your company which offers skills assessment services.

**Step 3 – Receive an Account for Self-Assessment and Evidence Collection**: The service unit will provide you with an account and working space in which you can go through the steps of online self-assessment and the collection of evidences to prove that you are capable of certain performance criteria.

**Step 4 – Perform Self Assessment**: You log into the system, browse through the skills required and self-assess performance criteria, whole elements or whole units with a standard evaluation scale of
non-applicable, not adequate, partially adequate, largely adequate, and fully adequate. A skills gaps profile can be generated and printed illustrating in which areas your self assessment shows improvement potentials.

**Step 5 – Collect Evidences:** Before you want to enter any formal assessment you need to prove your skills by evidences. Evidences can be any electronic files (sample documents, sample graphics, results of some analysis, etc.) or any references with details (e.g., a certificate received from a certain institution). Evidences you can then link to specific performance criteria or whole elements of skills units.

Testing of Skills (Addition to Step 5) – In traditional learning schemes people have always needed to go to a learning institution (university, accreditation body, professional body, etc.) to take exams and they received a certificate if they pass. This traditional approach however is insufficient when it comes to measuring experience and (soft) skills learned on the job and fails to give recognition to skills gathered on the job. The APL (Accreditation of Prior Learning) approach, by contrast, collects so called evidences. Evidences can be certificates obtained in the traditional way, but also references from previous employers, materials from previous projects in which the person took ownership of results (e.g., a test plan) to prove their capability, as well as any kind of proof of competence gathered on the job. The assessors will then evaluate the evidences provided and not only rely on certificates and exams.

**Step 6 – Receive Formal Assessment:** Formal assessors are assigned by the service unit to the skills assessment. Once formal assessors log into the system they automatically see all assigned assessments. They select the corresponding one and can see the uploaded evidences. They then formally assess the evidences and assess the formal fulfilment of performance criteria, whole elements or whole units with a standard evaluation scale of non-applicable, not adequate, partially adequate, largely adequate, and fully adequate. In case of missing competencies they enter improvement recommendations, as well as learning options.

**Step 7 – Receive Advise on Learning / Improvement Options:** After the formal assessment the participants log into the system and can see the formal assessment results from the assessors, can print skills gaps profiles based on the assessor results, and can receive and print the improvement recommendations and learning options. If required, the generation of learning options can also be automated through the system (independent from assessor advises).

### 2.3 Human Resource Selection Process

Managers have access to the skills database and can access skills profiles of staff. Staff members are assessed against required skills and skills gaps lead to learning recommendations. Selection of staff members would then depend on the job roles they need to satisfy and how they assess against the required skills of that specific job roles.

#### Capability Percentage for Accreditation as E-Commerce Engineer

<table>
<thead>
<tr>
<th>Unit</th>
<th>Assessor</th>
<th>Capability Percentage in %</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-Commerce Engineer - Databases</td>
<td>Richard Messrazn self assessment</td>
<td>100%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td>E-Commerce Engineer - Basic Applications</td>
<td>Richard Messrazn self assessment</td>
<td>96.3%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td>E-Commerce Engineer - Advanced Applications</td>
<td>Richard Messrazn self assessment</td>
<td>66.7%</td>
<td>Not all PCs are applicable</td>
</tr>
<tr>
<td>E-Commerce Engineer - Security</td>
<td>Richard Messrazn self assessment</td>
<td>66.7%</td>
<td>Not all PCs are applicable</td>
</tr>
</tbody>
</table>

Figure 6: A Typical Generated Skills Profile
3 The e-Commerce Jobs Practical Case Study

3.1 Motivation / Demand

In countries like Hungary, Austria, Ireland, and Spain national innovation centers identified a huge demand for e-business skills. In collaboration with chambers of commerce many hundred firms had been identified who would need e-business skills to prepare their company for the future required developments.

In late 2001 the e-Commerce Jobs Project was accepted which (Jan. 2002 – March 2004)

- Developed skills cards for e-commerce engineers, e-business managers, and e-strategy managers
- Fed the skills cards into the Capability Adviser System
- Provided skills profile and skills gaps analysis (including formal mentoring)
- Developed courses and exercises the gain the required skills

With this approach the following human resource management related scenarios can be implemented (typical implementation cases):

In collaboration with national training bodies the Capability Adviser Portal is made accessible and self assessments lead to learning paths, and the attendance of courses (recommended in the learning path) at the national training providers.

At large companies (training departments) the Capability Adviser Portal is made freely available (only during project period, later commercial) and self assessments lead to learning paths, and the potential to attend e-business related courses by an external training provider.

Skills placement and recruitment companies can use the Capability Adviser Portal to make decisions on recruitment (who has the best profile to match a certain job role).

Etc.

3.2 The Skills Sets

Define the Job Roles and Required Skills

When you start using the standard skills assessment and learning advise system, your first step (as published also in EuroSPI 2000 by Ericsson Italy) is to define the job roles which you can play within the team. For these job roles you need to identify the required skills.

In case of the e-commerce business manager for instance, the job role consisted of the following skills units, and learning elements illustrated in Figure 7.

Define Multiple Choice Questionnaire – For on line self test

For each learning element the model requires performance criteria which are used to check the capability of a person to perform certain tasks. For each performance criterion a set of multiple choice test questions can be configured.
Figure 7: Skills Units and Learning Elements of an E-Business Manager [4]

Figure 8: Self Assessment and (MCQT Button) Multiple Choice Test for the E-Commerce Engineer Skills

3.3 The Evidence Collection

Provide Self Assessment Working Areas for Personalised Accounts

In a large company employees following the system supported skills assessment and human resource selection procedures would receive their personal assessment and learning account. A formal assessor pool (mentors) would be set up who log into the system and see all assessments assigned to them and give formal assessment and advise.

Collect an Evidence Portfolio to Prove Competencies

Employees then log into their user areas and do self assessments and collect an evidence portfolio.
An evidence is a (experience on the job, or training certificate, or job reference, etc.) proof that a certain learning element is covered.

### Figure 9: Collection of Evidence Portfolio in Personalised User Area

### List of Evidences:

<table>
<thead>
<tr>
<th>Title</th>
<th>Description</th>
<th>File</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Review</td>
<td>Final Review of Successful e-Commerce Project</td>
<td>credit_finalreview_agenda.doc</td>
</tr>
<tr>
<td>Testplan</td>
<td>Testplan of e-commerce project v3, including shopping and ordering functions</td>
<td>testplan_v3.doc</td>
</tr>
</tbody>
</table>

### Figure 10: Evidence Assignment to Prove Elements of Required Skill Cards

Select the evidences, which should be assigned to the element Shopping & Ordering:

<table>
<thead>
<tr>
<th>Title</th>
<th>File</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final Review</td>
<td>credit_finalreview_agenda.doc</td>
</tr>
<tr>
<td>Testplan</td>
<td>testplan_v3.doc</td>
</tr>
</tbody>
</table>

...Assign marked evidences...

Close Window
3.4 The Skills Profile and Learning Path

### Formal Advise - Mentoring

After self assessments and evidence collection by the employees the mentors log into the system, look at the evidences, formally assess the skills, and provide learning recommendations. These are then online visible for the employee.

### Learning Path Generation

The system also stores learning links and recommendations per element and automatically generates a learning plan based on which elements/units are not sufficiently satisfied by the employee.

#### References Log for Assessment about engineering

<table>
<thead>
<tr>
<th>Unit/Element</th>
<th>Title</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Ref</td>
<td>SITAHL</td>
<td>Training provider in Hungary for the contents of the unit</td>
</tr>
<tr>
<td></td>
<td>DANUBE</td>
<td>Training provider in Austria for the contents of the unit</td>
</tr>
<tr>
<td>E. Shopping &amp; Ordering</td>
<td>E-commerce Strategies</td>
<td>Overview about basic e-commerce strategies employed in the develop of successful start</td>
</tr>
<tr>
<td>E. UI Graphical Design</td>
<td>Small business e-commerce solution</td>
<td>Adaptation to new technologies is an important factor for development and growth of business. This book will guide readers throughout a wide guide of new revolutionary ideas about new market possibilities</td>
</tr>
</tbody>
</table>

Figure 11: Learning References (Displayed in Yellow – Areas where you need to learn)

### Objective Human Resource Selection

Decisions on job roles will then be available through a system (with online access by personnel managers and mentors and access by employees – respecting privacy of areas protected by passwords) and personnel decisions are made based on objective skills cards and skills gaps profiles.

See also Figure 6.

3.5 The e-Based Human Resource Management Process

The human resource management process is therefore a system based approach enabling

- Job role definition (based on standards)
- Skills assessment and skills gaps analysis
- Evidence collection and prove of competencies by employees
- Formal assessment and mentoring online
- Human resource selection based on skills profiles
- Human resource development based on generated learning paths
Especially in a situation where companies need to go global to stay competitive and need to merge with organisations at different locations this might be a future concept for managing human resources.

So far the participating partners (in e-Commerce Jobs) have applied process based assessment methods/models and established process based improvement plans. In future this process thinking will be enriched by a rigorous human resource based improvement planning.

4 Outlook

In e-Commerce Jobs [4] we have developed a set of skills cards (and courses) related with e-skills from the engineering level up to the management level. The system [14] is being tested for these job roles in national training organisations, and corporate networks, who need too upgrade their employees skills to match with the future demand in e-skills. The process of learning and human resource development will be supported by the Capability Adviser system.

Organisations interested in joining can contact the prime at eva.feuer@sztaki.hu.

In general we presented a new way of virtual human resource management in this paper which shall be applied in more areas than just e-commerce skills in the future.

More information on the e-Commerce Jobs project can be found at: http://www.sztaki.hu/e-commerce/

If you want to test your own e-business skills you can connect to e-commerce skills portal at http://www.iscn.com/projects/e-commerce/index.html

Figure 12: The E-Commerce Skills Portal
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Abstract

This paper describes some of the work done in order to improve the development of a safety and business critical system in a Norwegian company. The approach differs from many other SPI efforts in three respects: (1) increased focus on cooperation with the developers, (2) the goal is to improve quality and gain market shares – not to cut costs, and (3) the consequences of system failures are used as a prioritizing mechanism for the SPI activities.

Keywords
System’s risk assessment, Software Process Improvement

1 Introduction

This paper describes the work done by the authors for a Norwegian company during the spring of 2003. The company – which for business reasons wants to remain anonymous – wanted to have a look at the competitive advantages SPI could offer them.

In most SPI efforts, the goal of the company is to cut costs. For our company, however, the main reason for the SPI work was to improve the product and, in this way, to increase the marked share. Cost cutting is an attempt to maintain status quo and is thus a defensive strategy, while product improvement is an approach that tries to put the company on the offensive. That this is a good strategy is not an original idea – see for instance [8]. “Our” company already has a considerable market share but sees new opportunities if they can provide a good risk analysis report for their product and reduce the system’s risk and vulnerability.

The two approaches cost cutting and product improvement were first contrasted and discussed in details in [1] and are summed up in table 1 below. The points that are of main relevance for our company were that they

- Looked at quality improvement as a challenge, not as problem solving.
- Did not try to avoid complaints but wanted to elicit compliments.
- Prioritized quality management, the voice of the customer and the common responsibility for quality over any rigid management control regime such as statistical process control - SPC.
Table 1: Reactive vs. proactive improvement

<table>
<thead>
<tr>
<th>Quality view</th>
<th>Revolution</th>
<th>Evolution</th>
<th>Problem to solve - a necessity</th>
<th>Ideal function to be achieved – an opportunity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motive</td>
<td>Eliminate complaints</td>
<td>Eliminate complaints</td>
<td>SPC</td>
<td>QA</td>
</tr>
<tr>
<td>Step</td>
<td>Inspect</td>
<td>Discover</td>
<td>Control</td>
<td>Avoid mistakes</td>
</tr>
<tr>
<td>Focus</td>
<td>Discover</td>
<td>SPC</td>
<td>Control</td>
<td>Avoid mistakes</td>
</tr>
<tr>
<td>Method</td>
<td>Measure</td>
<td>Statistical technique</td>
<td>Programs and systems</td>
<td>QFD</td>
</tr>
<tr>
<td>Responsible</td>
<td>Inspector</td>
<td>Production</td>
<td>Production, development</td>
<td>Everyone</td>
</tr>
<tr>
<td>Result</td>
<td>Earn right to sell</td>
<td>Keep market shares</td>
<td>Command higher price</td>
<td>Gain market share</td>
</tr>
</tbody>
</table>

2 The approach

Based on previous SPI experience [10], especially from the two national projects SPIQ and PROFIT, we took as our starting point the two maxims:

- Make sure the company knows you. This is important in order to achieve commitment and good communication. This is discussed in the chapter “Getting a good start”.
- Know the company. This includes the company’s history – why they are the way they are – and their strong and weak points. This is important if we want to change the culture and is discussed in the chapter “About the company”

The selected approach was as follows: We first made sure that we knew the company, its competitive advantages and its employees. Only then did the real work start. Our first activity was to do a functional risk analysis. After this, we analyzed all errors reported in a seven-week period in order to get an overview of the vulnerabilities of the system. These two analyses were then combined in order to produce a “worry list” that was used as a starting point for fault reduction activities. The top items in the “worry list” were analyzed together with the company’s development process in order to identify improvement opportunities – how to reduce the number of dangerous errors in future versions of the system.

3 Getting a good start

The first job was to establish good contact between the researchers and the company’s employees. The job started with a discussion meeting with management. This was useful to make sure they agreed to our approach. Then we held a presentation for all the employees – management, developers, administrative personnel etc. We participated in one of the company’s luncheon meetings. Everybody in the company participates in these meetings and they were thus the ideal forums for our presentation.

- We made sure that everybody in the company knew who we were, what we should do and why. This created confidence and trust between the employees and the researchers. In addition, we got lots of interesting input, just because they knew why we were there.
- We got immediate feedback on our ideas and observations and were thus able to correct misunderstandings. This helped us to have a good relationship right from day one.
- The luncheon meetings were later also used as a forum for presentation of results and findings and as a vehicle for information exchange.
4 About the company

4.1 Company history

The company started as a software department within a larger organization, which also was their only customer. When the mother organization decided that development and maintenance of software was outside their business area, the software development activity was established as a separate company with approximately 30 employees. However, they still kept close contact with the mother organization though a reference group and the mother organization was still their only customer.

A lot changed when the company got more customers. The main change was that they did not have close cooperation with all their customers any more and thus they could not anticipate their customers’ future needs.

As a new method to investigate customer needs, they introduced what they now call demo-ware. This is a version of the system, with a new set of functionality, which is developed based on the company’s domain knowledge and their expectations about future customers’ needs. Through interactions with prospective users, this functionality is later changed into the functionality that the customers ask for and will buy.

4.2 The company’s competitive advantages

Demo-ware helps the developers to stay in front of development but causes a large amount of design changes further down the line. In order to stay in business, the change process must be quick. Any changes to the development process that takes away the quick responses to customer needs will take away an important part of the company’s competitive advantages.

In addition to the change process, the company also provides service to their customers, mostly as fixes to local problems, tuning the system to a particular environment etc. Their customers have learnt to expect and rely on top service from the company’s developers. That this is important is clearly shown in [7]. The two competitive advantages identified above need to be kept in mind when we later discuss possible process changes.

In order to improve their competitive edge, the company wants to perform a risk analysis of the system. By doing this, the company hopes to achieve the following:

- Increase the customers’ trust in the system and confidence in the development company.
- Help the customers to identify their own risks and thus enable them to build risk handling into their day-to-day operational procedures.

Be able to grade the sub-systems according to their risk and use this as a prioritizing mechanism for system component and development process improvement.

The proposed improvement activities must be considered together with the company’s competitive advantages. The company faces three threats to these competitive advantages:

- The product may cause damage to the company’s customers and in this way open up for lawsuits or large compensation claims.
- The development organization petrifies, and loses its ability to give quick and efficient service to
the users.

- The product contains many errors, which will make the users frustrated or dissatisfied and give the product a bad reputation.

The national marketplace for this type of system is small and the company’s current and potential customers meet on several occasions each year to exchange experiences, gossip, and war stories. Thus, it is important to keep the customer satisfied and listen to the voice of the customers.

5 Risk and error analysis

5.1 Risk analysis

Based on earlier experiences, we decided to use UML use cases [6] as the starting point of the risk analysis [3]. UML use cases are easy to make and easy to understand. Given the variety of personnel that participate in the risk analysis, we wanted the risk and hazard analysis process to be simple and intuitive. An example of the use cases that we developed as a starting point is shown in figure 1 below:

![Use case diagram for an example subsystem](image)

**Figure 1: Use case diagram for an example subsystem**

This use case diagram is a result of a 30 minutes brainstorming session with participation from developers and application experts. The use cases were documented on a whiteboard.

Since we had no study nodes, there was no point in applying a standard HazOp [2] based on guide-words. Instead, we chose to focus in the functionality offered by the system and performed a functional risk analysis. The process we used has the following steps:

1. Give the participants a short introduction to the idea of risk analysis and to the development and use of UML use cases
2. Develop uses cases for each subsystem of the system under consideration.
3. Perform a function-based HazOp for each use case. This was done by asking the participants two simple questions:
   - How can this function fail? This will give a list of failure modes.
   - Which consequences can this failure have for the stakeholders? This will give us a list of
hazards.

4. Document the results and obtain feedback. This was done by producing a failure mode versus risk table. An example is shown in table 2.

5. Assess the severity of each hazard.

<table>
<thead>
<tr>
<th>Subsystem:</th>
<th>Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function</td>
<td>Failure mode description</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Failure mode vs. hazard

The failure mode descriptions are supplied by developers and application experts. Different stakeholders may assign different severities to the same risk. Thus, we use three columns to identify the risks associated with each failure mode. In order to do this, we need a risk severity – stakeholder matrix. We have used three stakeholders: the development company, the service providers (the development company’s customers) and the service receivers (the service providers’ customers). An example of a risk vs. stakeholder table is shown below in table 3.

<table>
<thead>
<tr>
<th>Risk level</th>
<th>Service receiver</th>
<th>Service provider</th>
<th>Developing company</th>
</tr>
</thead>
<tbody>
<tr>
<td>High – 3</td>
<td>One person killed or several persons seriously injured</td>
<td>Several persons killed or many seriously injured</td>
<td>Bad press</td>
</tr>
<tr>
<td>Medium – 2</td>
<td>One person seriously injured</td>
<td>User looks bad to his superior(s) or large sums lost</td>
<td>Lose customer</td>
</tr>
<tr>
<td>Low – 1</td>
<td>Minor irritant</td>
<td>Minor irritant, small amount of money lost or wasted</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Stakeholders’ hazard assessment

In most cases, the risk score of the developing company will be the same as the risk score of the service provider. The reason for this is the high probability that unsatisfied service providers will leak the problem to the press in order to obtain maximum attention and compensation from the developing company in case of an accident.

In order to get a simple ranking of the subsystems, we combined the rankings in the following way: For each subsystem and stakeholder group we registered the number of functions that received each hazard value – a score form 0 to 3, where 3 denotes the most serious risk. We tested two ways to combine the function risk scores – weighted average and using the score given to the majority of the functions in the subsystem. In the latter case, the median was used if the majority criterion did not give a unique result. As it turned out, these two strategies gave results that were in close agreement and we thus selected the latter one since this was the simpler of the two.

The results from eight of the subsystems are shown in the tables below. Note that the real subsystem names have been replaced by the codes A1 – R2 in order to preserve the company’s anonymity.

<table>
<thead>
<tr>
<th>Subsys</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
<th>Avg.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>2.0</td>
<td>2</td>
</tr>
<tr>
<td>B1</td>
<td>2</td>
<td>-</td>
<td>3</td>
<td>2</td>
<td>0.6</td>
<td>1</td>
</tr>
<tr>
<td>G1</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>1</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>X1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1.6</td>
<td>2</td>
</tr>
<tr>
<td>I1</td>
<td>6</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>2.3</td>
<td>3</td>
</tr>
<tr>
<td>G1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
<td>2.3</td>
<td>3</td>
</tr>
<tr>
<td>M1</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>1.3</td>
<td>1</td>
</tr>
<tr>
<td>A2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>1.8</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: Grading of hazards from functional failures – service receiver view
In order to combine the risk scores with the number of errors reported, we also need to analyze the reported errors. This is done in the next section.

5.2 Error analysis

We collected data for all errors reported over a seven weeks period. All reported errors were related to a subsystem – the largest unit in our hazard analysis. The first analysis of the error data – a Pareto analysis [4] – showed that 30% of the subsystems (13 subsystems) were responsible for more than 70% of all errors. The complete result from the Pareto analysis is shown in the diagram below.

![Error analysis diagram](image)

**Figure 1: Reported number of errors per subsystem**

The plot shows that Pareto’s rule of the “significant few and the insignificant many” holds also here. Many companies have used the Pareto plot alone to prioritize their improvement work. As mentioned before, our company decided to combine this information with the subsystem risk in order to get a better prioritizing mechanism. We show the effect of this choice in the next section.
5.3 Combining hazard and number of errors

To be correct, the risk should be computed by multiplying consequence – in our case hazard – with the hazard’s probability. We did not, however, have data that could give us reasonable values for such probabilities. We thus decided to use the observed error rate as an indicator for failure probability.

From the analyses performed above, we can assign severity and number of errors found to each subsystem. The result of this is a table, which identifies the subsystem with the highest risk. Part of this table is shown below in table 6.

<table>
<thead>
<tr>
<th>Number of errors registered</th>
<th>Hazard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High (3)</td>
</tr>
<tr>
<td>High</td>
<td>G1</td>
</tr>
<tr>
<td>Medium 3 – 9</td>
<td>O1, I1</td>
</tr>
<tr>
<td>Low</td>
<td>X1</td>
</tr>
</tbody>
</table>

Table 6: Subsystems’ hazard and number of errors – service provider’s viewpoint

From this table, we see that the subsystems O1, I1, G1 and B1 are our main concerns and that for instance D1 gets a low priority, even though it has more errors than the subsystems O1 and I1. This combination of number of errors and the risk, gives us a prioritized list of subsystems – our “worry list”.

6 Improving the hazard analysis

The hazard analysis was considered useful by all participants, including the company’s QA department and the application specialists. However, some of the feedback we received showed that there was room for improvement. In order to look into this, we performed a broad PMA [5] where all developers and application specialists participated. The top-level results of the KJ part of the PMA process are shown in the diagram below – positive experiences to the left, negative experiences to the right. Edges are used to connect boxes – topics – that influence one another.

The most important negative points raised were concerned with the preparation and planning activities. When we planned the sessions, we did not take into consideration that the participants had no previous experience in risk analysis. A good indicator for this problem was that they found it was difficult to grade the risks – everything became “very serious”. In addition, they felt that a one hour session was too little time, given the newness of the concept. One of the subsystems did not fit into the chosen process and the developers responsible for this subsystem felt that the analysis process was too rigidly controlled by the coordinator. The main reason for the problems was that this subsystem did not have any user interaction and thus, a functional HazOp did not work. A traditional, guideword based HazOp would probably have worked better.
We thought that the developers had complete knowledge of the functionality of the subsystems for which they were responsible and had a list of functions “ready in their heads”. This turned out to be a wrong assumption – people need time to sort out what they really know. Thus, some functionality was left out of the analyses, which again made it less credible, both for the developers and for the application specialists.

The most positive points were that the risk assessment process increased their level of consciousness of the risk inherited in using the system and that the process triggered important discussion between developers and application specialists. As a result of the points raised in the KJ process, we changed the process to the following:

1. Prepare use case diagram for the subsystems to be analyzed. This should be done based on the system’s function lists. Each developer should go through the use cases and familiarize himself with the subsystem’s functionality.

2. Start the risk assessment process with a warm-up exercise, for instance looking at the results from previous risk analysis. In addition, the risk assessment table (table 3) should be given a quick run-through.

3. Perform a function-based HazOp for each use case. This is done by asking the participants two simple questions:
   - How can this function fail? This will give a list of possible failure modes.
   - Which consequences can this failure have for the service receiver, the service provider and the development company? This will give us a list of possible hazards.

4. Document the results. Use the hazard assessment table shown in table 3 above for this purpose.

5. Assess the severity of each hazard.

This process will be used for the next risk analysis in our company.

7 Development improvement opportunities

As a first step in the development improvement process, we organized a brain storming session with all developers responsible for our top priority subsystems. The process started by considering the following question: “What are the most important reasons for errors in this subsystem?” Due to the rather limited topic area, we used a focused PMA [5]. The following were the most important reasons for errors:

1. Need to move the product from demo-ware to a system that fits the customer’s needs. Most design errors fell into this category.

2. Missing info or application knowledge.

3. Different requirements from different customers – even though they are in the same application area. Different sites have different needs, rules and regulations.

4. Missing initialization of variables

5. Missing updating of one or more status variables.
6. No systematic design or planning for the handling of errors through exceptions.

7. Misunderstandings or bad planning of graphical user interfaces.

Problems 1, 2 and 3 on the list are, to a large extent, due to the need to build demo-ware. The rest of the problems can – at least partly - be removed. We continued the improvement process by looking for answers to the question: “What can we do to reduce the probability of repeating these types of errors?”

Tempting as it might seem, the introduction of change control boards, formal change reviews etc. which are popular in the SPI literature, are not viable solutions in our case, since they will add overhead and thus remove an important part of the company’s competitive advantages. The developers already feel quite strongly the squeeze between the need to test more and the need to give quick service to the customers. The solutions thus had to be found somewhere else. The following is a short summary of the proposed process changes:

- Code checklists, containing the most common coding errors.
- Some kind of “buddy programming”. It is important that this activity does not take too much time. Experience from pair programming in XP shows that this is a sensible approach [9]. A formal review is not what they want – at least not at the present.
- Introduction of automatic testing tools.
- More team work – especially in the early phases of development. Working in pairs was mentioned also here.

These proposals will mostly concern problems 4, 5 and 7. Problem 6 will require innovative thinking. How the proposals stated above will be realized is not yet decided but an important action will be to employ more developers. This activity is already under way.

8 Conclusions

During our work, we have seen that:

- It is important to know the company’s competitive advantages before doing process improvement in order not to do anything that will reduce this important asset.
- It is important to establish good communication with everybody in the development company right form the start. This also improves the flow of info and feedback.
- For products where a failure can have safety implications, it is important to use risk or hazard as a prioritizing mechanism for software process improvement.
- A simple way to get a risk analysis process running is to start with a standard version of the process and adapt it to the company’s specific needs by using all or part of a PMA.

Our company has – without knowing about it – strived for the goals identified by H.L. Oh [1]. This has been done in the following way:

- Their motive is to improve the product’s quality – “Elicit compliments”
- Everyone is responsible for improving the quality of the product. The company has a QA manager, but his job is to help the developers to achieve their quality goals, for instance by giving them extra resources. They do not have a quality department since they feel that this would just add administrative overhead and destroy their possibility to act quickly on customer requests.
- Their goal is to “Command higher prices and gain market shares”. By using the customers’ risk as a prioritizing mechanism, they have shown that they put the customers’ interests ahead of their
own needs to save money. This is consistent with their goal: to make money by increasing their market share - not by cutting costs.

Our part has been to assist the company on their way to increasing the product quality in a way that the company feels is compatible with their culture and important to their customer. The fact that they got a new, large contract during our work indicates that their approach is right.
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1 Introduction

Security is naturally present in all systems of software product quality criteria, and plays a significant role in the appropriate implementation of many software and systems engineering process areas. The development of the Information Society made this criterion of even higher significance, which resulted in the distinguished attention of international standardization bodies for example, resulting in the ISO/IEC 15408 (Common Criteria) standard.

Certification needs and the constraints of the standardization process led to the flexibility in both the product standards (ISO/IEC 9126, ISO/IEC 14598) and the process methodologies (CMMI, ISO/IEC 15504) which allows for evaluation modules based on a more elaborated background (ISO/IEC 15408, ISO/IEC 12207) as well as other modules based on simpler measurements.

Even if some of the underlying standards evolved independently of each-other, the discovery of analogies between their structure can contribute to the establishment of a cost and resource effective multiple certification process [Taylor, Alves-Foss, Rinker, 2002].

The combination of software process and product quality standards has already been studied in [Boegh, Régo, 2000]. In this paper we examine the analogies between the ISO/IEC 15408 (Common Criteria) standard and software quality and process capability evaluation methodologies.

2 The Common Criteria

The history of the ISO/IEC 15408 (Common Criteria–CC) standard goes back to the 80's with the following non-exhaustive list of milestones:

1980- TCSEC: Trusted Computer System Evaluation Criteria (USA)
1991  ITSEC: Information Technology Security Evaluation Criteria v 1.2 (France, Germany, the Netherlands, U.K.)
1993  CTCPEC: Canadian Trusted Computer Product Evaluation Criteria v 3.0
1993  FC: Federal Criteria for Information Technology Security v 1.0 (USA)

⇒ CC Editorial Board
1996  CC v 1.0 ⇒ ISO Committee Draft (CD)
1998  CC v 2.0 ⇒ ISO Committee Draft (CD)
1999  CC v 2.1 = ISO/IEC 15408

CC v 2.1 consists of the following parts:

Part 1: Introduction and general model
Part 2: Security functional requirements
Part 3: Security assurance requirements
It is a common perception that understanding the Common Criteria (CC) evaluation process requires painstakingly inspecting multiple documents and cross referencing innumerable concepts and definitions [Prieto-Díaz, 2002]. The first challenge is the digestion of the abbreviations of which here is a brief extract for our immediate purposes:

**TOE**: Target of Evaluation — An IT product or system and its associated administrator and user guidance documentation that is the subject of an evaluation.

**TSP**: TOE Security Policy — A set of rules that regulate how assets are managed, protected and distributed within a TOE.

**TSF**: TOE Security Functions — A set consisting of all hardware, software, and firmware of the TOE that must be relied upon for the correct enforcement of the TSP.

**PP**: Protection Profile — An implementation-independent set of security requirements for a category of TOEs that meet specific consumer needs.

**ST**: Security Target — A set of security requirements and specifications to be used as the basis for evaluation of an identified TOE.

**EAL**: Evaluation Assurance Level — A package consisting of assurance components from Part 3 that represents a point on the CC predefined assurance scale.

Here is an illustrative list of the classes of security functional requirements discussed in Part 2 of the CC:

- **FAU**: Security audit
- **FCO**: Communication
- **FCS**: Cryptographic support
- **FDP**: User data protection
- **FIA**: Identification and authentication
- **FMT**: Security management
- **FPR**: Privacy
- **FPT**: Protection of the TOE security functions
- **FRU**: Resource utilisation
- **FTA**: TOE access
- **FTP**: Trusted path / channels

The following are classes of security assurance requirements discussed in Part 3:

- **ACM**: Configuration Management
- **ADO**: Delivery and Operation
- **ADV**: Development
- **AGD**: Guidance Documents
- **ALC**: Life Cycle Support
- **ATE**: Tests
- **AVA**: Vulnerability Assessment
- **AMA**: Maintenance of Assurance
- **APE**: Protection Profile Evaluation
- **ASE**: Security Target Evaluation

And finally, table B.1 from Appendix B of Part 3 of CC v 2.1 which describes the relationship between the evaluation assurance levels and the assurance classes, families and components.
### Table 1: Assurance Components by Evaluation Assurance Level

<table>
<thead>
<tr>
<th>Assurance Class</th>
<th>Assurance Family</th>
<th>EAL1</th>
<th>EAL2</th>
<th>EAL3</th>
<th>EAL4</th>
<th>EAL5</th>
<th>EAL6</th>
<th>EAL7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration management</td>
<td>ACM_AUT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ACM_CAP</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>ACM_SCP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Delivery and operation</td>
<td>ADO_DEL</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>ADO_JGS</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Development</td>
<td>ADV_FSP</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>ADV_HLD</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ADV_IMP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>ADV_INT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>ADV_LLD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>ADV_RCR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>ADV_SPM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Guidance documents</td>
<td>AGDADM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AGD_USR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Life cycle support</td>
<td>ALC_DVS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>ALC_FLR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ALC_LCD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>ALC_TAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Tests</td>
<td>ATE_COV</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATE_DPT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>ATE_FUN</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ATE_IND</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Vulnerability assessment</td>
<td>AVA_CCA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AVA_MSU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>AVA_SOF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AVA_VLA</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Table 1
3 Enlightening Analogies

The above sample from the CC naturally raises a lot of questions whose answers would require the already mentioned inspection and cross referencing of multiple documents including hundreds of pages. As an introductory alternative approach, the analogies below offer a shortcut to those who already have a basic understanding of models of software quality and process capability.

CC certification is performed after the system is developed. In this sense, CC is closer to the software product quality evaluation standards ISO/IEC 9126, ISO/IEC 14598, and their follow-up being developed under the acronym SQUARE (ISO 25000 Software Quality Requirements and Evaluation).

As far as the ISO/IEC 9126 standard is concerned, the **classes of security functional requirements** and the **classes of security assurance requirements** are analogous to the **high-level quality characteristics**, while the **requirement families** to the **subcharacteristics.** **Evaluation Assurance Levels** (EAL) can be simply interpreted as **measurement results on an ordinal scale** analogously to measurements of subcharacteristics in ISO/IEC 9126.

A key concept of ISO/IEC 14598 is that of the **evaluation module.** "An evaluation module specifies the evaluation methods applicable to evaluate a quality characteristic and identifies the evidence it needs. It also defines the elementary evaluation procedure and the format for reporting the measurements resulting from the application of the techniques." It also defines its own scope of applicability. In other words, an ISO/IEC 14598 evaluation module defines a consistent set of requirements and procedures for evaluating a quality characteristic independently from the concrete product, but depending on its application environment. If we consider the concept of **Protection Profile** (PP) as an implementation-independent set of security requirements for a category of TOEs that meet specific consumer needs, as introduced above, we can immediately see the analogy.

Even-though CC certification is performed after the system is developed, its structure shows a striking analogy with the system of continuous and staged representation structures of the **Capability Maturity Model Integration (CMMI)**. In order to highlighting the analogy, let us consider the table in Appendix F of version 1.1 of the CMMI Continuous Representation showing the process area capability level (CL) target profiles of the Continuous Representation making an organization's maturity level equivalent to a maturity level (ML) defined in the Staged Representation.

---
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<table>
<thead>
<tr>
<th>Name</th>
<th>Abbr</th>
<th>ML</th>
<th>CL1</th>
<th>CL2</th>
<th>CL3</th>
<th>CL4</th>
<th>CL5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirements Management</td>
<td>REQM</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement and Analysis</td>
<td>MA</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project Monitoring and Control</td>
<td>PMC</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project Planning</td>
<td>PP</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Process and Product Quality Assurance</td>
<td>PPQA</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supplier Agreement Management</td>
<td>SAM</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Configuration Management</td>
<td>CM</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decision Analysis and Resolution</td>
<td>DAR</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product Integration</td>
<td>PI</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Requirements Development</td>
<td>RD</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical Solution</td>
<td>TS</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation</td>
<td>VAL</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verification</td>
<td>VER</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Process Definition</td>
<td>OPD</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Process Focus</td>
<td>OPF</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrated Project Management (IPPD)</td>
<td>IPM</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk Management</td>
<td>RSKM</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Training</td>
<td>OT</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Integrated Teaming</td>
<td>IT</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Environment for Integration</td>
<td>OEI</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Process Performance</td>
<td>OPP</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quantitative Project Management</td>
<td>QPM</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Innovation and Deployment</td>
<td>OID</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Causal Analysis and Resolution</td>
<td>CAR</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2

Let us equivalently transform this table so that the last columns contain maturity levels instead of capability levels, and the cells underneath contain the capability level of the given process area necessary for achieving the given maturity level.
The analogy between table 1 and table 3 is immediately apparent if we consider the following equivalence of the concepts of the Common Criteria and of CMMI:
### Table 4

<table>
<thead>
<tr>
<th>Common Criteria</th>
<th>CMMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assurance Family</td>
<td>Process Area</td>
</tr>
<tr>
<td>Evaluation Assurance Level (EAL)</td>
<td>Maturity Level</td>
</tr>
<tr>
<td>Assurance value</td>
<td>Capability Level</td>
</tr>
<tr>
<td>Classification of Security Requirements</td>
<td>Categorization of Process Areas</td>
</tr>
</tbody>
</table>

This analogy not only helps those already familiar with CMMI to better understand the Common Criteria, but provides a new perspective on CMMI itself as well.

### 4 Conclusion

The analogies discovered between the complex standards and methodologies described in the paper help those familiar with one of the systems of concepts better understanding the other system of concepts on the one hand, contribute to the potential establishment of a cost and resource effective multiple certification process on the other hand.
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ABSTRACT

Satyam, like many other organizations, find itself in stormy and uncharted water as the business environment has become more complex and competitive than ever before. Further, uncertainty in the environment has increased. Therefore, Satyam needs a comprehensive risk management model to deal with such challenges. This paper provides a framework – called SCORE (Satyam COmprehensive Risk Evaluation) framework that will enable Satyam software projects to not only reduce the impact of potential threats (risks) but also maximize the positive impact of opportunities (risks) that may come (or brought!) in the way of Satyam.

The SCORE framework suggests two levels of risk assessment: (a) High Level Risk Assessment, and (b) Function Level Risk Assessment. The framework also provides the (actionable) steps, sub-steps and activities that are needed to conduct a High Level Risk Management. For conducting a Function Level Assessment, the framework not only provides set of (actionable) steps/ sub steps and activities are provided, it also provides a set of questionnaires (Appendix – A) that can be used by software project teams to assess risks. The framework is an outcome of the author’s experience in the field of software quality, discussion with peers at Satyam and elsewhere.

The next part of the paper provides a framework to deal with both types of risks – threats and opportunities. The last section is devoted to use of project management measurement. It provides an insight on how a project management measurement can be gainfully used to forecast a risk and makes one ready to deal with it. Due care has been taken to ensure that the framework suggested here is implementable and provides a road map for implementation in Satyam.
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1 Introduction: Risk Management Imperative

Heraclitus (540BC – 480 BC) once said, "The only thing permanent is change and everything else is in a state of instability." I believe, no statement other than this – made several thousand years ago - reflects the truth of today's business environment.

The business environment within which Satyam operates is becoming increasingly complex and certainly more competitive than ever before. The innovation cycle in industry is becoming shorter and shorter. During the course of a business, within a given time, many factors change like:

- The customer’s requirements (additional features needed, changes in organizational environment)
- The market forces – demand, supply
- The underlying technology platform
- The system and operational environment
- Product changes due to problems
- The underlying software environment (new versions from Microsoft appear every six months)
- The management requirements (different initiatives, ISMS, Six Sigma)
- The development team changes
- Business factors (a developing company stops further development of a product because revenue can rather be made by other services or a substitute product)
- The politics (e.g. in the defense sector, the budget is reduced by half, consequently all the vendors are affected)

No doubt, many of these factors did exist even before. What has changed now is the rate of change, which is increasing by each passing day. The business environment is now changing rapidly and it poses a different type of challenges for an organization like Satyam in adapting itself continuously, and “creating higher value enduringly” – as Satyam’s new initiative Orbit 5 aims at.

Now in a software project, key informations like customer requirements, our total efforts, end-results, total costs and many other such parameters become ‘clear’ only at the end of the project. The effect of rapidly changing business environment on our projects can be summarised in Table 1

<table>
<thead>
<tr>
<th>Project related Information</th>
<th>Moving from</th>
<th>Moving to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirements</td>
<td>Clear</td>
<td>Ambiguous</td>
</tr>
<tr>
<td>Rate of change</td>
<td>Gradual</td>
<td>Sudden</td>
</tr>
<tr>
<td>Execution</td>
<td>Precise</td>
<td>Chaotic</td>
</tr>
<tr>
<td>Project teams</td>
<td>Specialists</td>
<td>Generalists</td>
</tr>
<tr>
<td>Project complexity</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Customers</td>
<td>Demanding</td>
<td>More and more demanding</td>
</tr>
</tbody>
</table>

Executing a software project in today's business context is inherent with an increased level of uncertainty.

No wonder, risk management has become one of the most important and sought after project management knowledge areas for organizations like Satyam. Another reason to deal with risks effectively is derived from the insight that more and more software projects are reportedly failing in different organizations, generating high unplanned costs [1, 3,4]

Table 2: The Software Crisis Is Still On!

<table>
<thead>
<tr>
<th>The Software Crisis Is Still On! [Source: 8]</th>
</tr>
</thead>
<tbody>
<tr>
<td>• 75% of all large scale software systems fail</td>
</tr>
<tr>
<td>• One third of all IT projects is canceled before completion.</td>
</tr>
<tr>
<td>• Over 1/2 of project budgets exceed 189% of original estimates</td>
</tr>
<tr>
<td>• Average schedule overrun for projects in trouble is 222%.</td>
</tr>
<tr>
<td>• Delivered product contains only 61% of originally specified features.</td>
</tr>
</tbody>
</table>

On the other hand, there are organizations that are making ‘unplanned’ profits also because they could utilize an unexpected opportunity successfully to
their advantage.

For Satyam – a SEI CMM Level 5 company, any failure – even nearer to this magnitude - will spell only doom for the organization. Leave alone the additional effort due to re-work resulting in additional cost and dissatisfaction of its clients, the reputation of Satyam will be at stake. This is especially important when Satyam is planning to position itself as a truly world class organization that will be known for its leadership in cost, quality and commitment.

Besides, there are risks involved due to business volatility. Between 1990-2001, out of 100 larger American corporations, 26% lost their market capitalization by over 67%. None of them lost in the previous decade. (Source: http://www.concordens.com/Riskmgmtapp/Bus_volatility.htm). Appendix B provides a list of a few companies that have failed over past a few years. The reason: Poor risk management.

Organizations, large or small, suddenly have found themselves in stormy and uncharted waters. In other words, the risks in our project have increased. And Satyam is no exception. The risk management imperative has been born.

Satyam needs to not only deal with the negative consequences of an uncertainty but also has to maximize the positive outcome of opportunities that might be coming on its way. Thus, Satyam’s definition of Project Risk Management includes a set of practices and support tools to identify, analyze and respond to project risks such that results of positive events (opportunities) are maximized and the consequences of negative events (i.e. threats) are minimized or eliminated. Risk management deals with both risk (the known distribution of potential outcomes) and uncertainty (the unknown distribution of potential outcomes).

The objective of an effective risk management program is not always to eliminate risk but to manage it. Satyam should pick and choose among the types of risks and degree of exposure taking on those where Satyam has a competitive advantage and laying off onto the capital markets or insurers those where you do not. One can also view this as a boundary question: What activities does Satyam do inside the firm versus what activities should be externalized to its customers and suppliers?

Risk management, like technology, R&D, distribution, brand, quality, cost position, and so forth, can be a source of either competitive advantage or disadvantage depending on how it is used.

Theodore Roosevelt once said: “Risk is like a fire - you can control it and use it to your advantage, if left uncontrolled it will rise up and destroy you...” Thomas Gilb [1] warned us by quoting: "If you don’t actively attack your risks, they will attack you!"

This brings us to the question of how risk management can be implemented on a practical day-to-day usage basis, really helping project teams to establish an easy way of dealing with risks effectively.

2 Risk management in theory

There is plenty of literature available on risk management, of which [11, 12,13] are probably the most well known publications. Beyond this, there are interesting papers on this topic [5, 14] as well as number of magazine articles on risk management [10, 11].

Figure 2 shows a typical approach of how risk management is seen in the literature (a similar figure can also be found in [5]). While these kinds of figures give the impression that managing risks is an easy to implement technique, it is a much too fuzzy picture when trying to get this work. It is simply not sufficient as a guideline for practitioner.

In [2], Sommerville and Sawyer introduce risk management within a short two-page section. At least they mention that “Assess Requirements Risks” is an advanced method causing moderate costs.

Risk management like technology, R&D, distribution, brand, quality, cost position, and so forth, can be a source of either competitive advantage or disadvantage depending on how it is used.

Figure 1: Typical Risk Cycle

1 The term ‘risk management’ may be misleading because it implies that one can control events. On the contrary, risk management involves preparing for possible future events rather than reacting to events as they occur.
The requirements management standard work of Robertson and Robertson [3] picks up the risk topic as an integral part of requirements management as well, while stating that they only include a short reflection. Furthermore, they refer the reader to further (more complex) reading material.

The various publications from Software Engineering Institute USA (SEI) deal, amongst other things, with the human aspect of risk management and psychological aspects [5,14]. While team communication is the focus of a SEI-paper by Higuera and Gluch [5], there is another paper by Van Scoy [14] that refers to risks as challenges and opportunities rather than (negative) problems and defines three key elements of a successful risk management process (refer to Figure 2):

- **Identify**: Where and how can we find our project risks?
- **Communicate**: How do we communicate about risks?
- **Resolve**: How to solve detected risks?

![Figure 2: Elements of a successful risk management](image)

### 3 Accepting the practical challenge

While we, at Satyam, are aware of many such concepts on risk management, it has turned out, during several discussions with my peers in Satyam and elsewhere, and my experience with my several clients whom I had interaction as part of my consulting assignments. The **SCORE** framework is based on a simple philosophy that Satyam now needs to move from a mindset of ‘reactive’ risk management towards ‘pro-active’ risk management. This is shown in figure 3.0

![Figure 3: Satyam now needs to move from a mindset of ‘reactive’ risk management towards ‘pro-active’ risk management](image)
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The reasons for a practitioner’s fears may be found in some words of Charette: “I feel that books (like my own books) can give no more than an overview of an approach, but less than the entire story. They don’t enable the team to do the entire job. There is much more to it than could be put in a book.” [13].

We must recognize the fact that the core goal of a software project in Satyam is to deliver a software product, not to carry out risk management. Therefore, as a supportive process, risk management should not introduce its own bureaucracy; nevertheless, it should be effective enough to safeguard us from any adverse consequences. Keeping this in mind, an attempt has been made here to present a framework for management of risks in software projects in Satyam, in the next part of the paper. We call this framework as **SCORE** (Satyam’s **COmprehensive Risk Evaluation**) framework for risk management.

The framework for risk management presented here is based on my extensive research on this topic, discussion with my peers in Satyam and elsewhere, and my experience with my several clients whom I had interaction as part of my consulting assignments. The **SCORE** framework is based on my extensive research on this topic, discussion with my peers in Satyam and elsewhere, and my experience with my several clients whom I had interaction as part of my consulting assignments. The **SCORE** framework is based on a simple philosophy that Satyam now needs to move from a mindset of ‘reactive’ risk management towards ‘pro-active’ risk management. This is shown in figure 3.0
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Operationally, a ‘pro-active’ risk management consists of two steps: (a) Risk assessment – that in
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This paper provides a framework for handling risks on a proactive basis. The framework excludes any reference to dealing with problems (i.e., reactive part of risk management) because handling problems is often a time-specific and situation-specific solution.

Figure 4 below [7] gives a comprehensive risk model, highlighting some 70 different risk categories.

In SCORE framework, we have NOT selected all the 70 categories but only a few of those that are most appropriate for a software project in Satyam (This information is based on discussing with several QRs in Satyam). Because most major risks cut across traditional functional or divisional lines, the SCORE Risk framework highlights many major risks that might be overlooked by ordinary "bottom-up" planning systems that are presently followed in many of the business units in Satyam.

### Figure 4

![Risk Areas](image)

Information for making decision on risks

<table>
<thead>
<tr>
<th>3.1.1 Environmental risk</th>
<th>3.1.2 Empowerment risk</th>
<th>3.1.3 Integrated risk</th>
<th>3.1.4 Financial risk</th>
<th>3.1.5 Operations</th>
<th>3.1.6 Financial</th>
<th>3.1.7 Strategic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competitor</td>
<td>Sensitivity</td>
<td>Shareholder relations</td>
<td>Shareholder relations</td>
<td>Time commitment</td>
<td>Pricing</td>
<td>Environmental scan</td>
</tr>
<tr>
<td>Capital availability</td>
<td>Catastrophic loss</td>
<td>Sovereign / political</td>
<td>Loss</td>
<td>Performance measurement</td>
<td>Budget and planning</td>
<td>Business portfolio</td>
</tr>
<tr>
<td>Financial markets</td>
<td>Regulatory</td>
<td>Industry</td>
<td>Regulatory</td>
<td>Alignment</td>
<td>Completeness and accuracy</td>
<td>Valuation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Legal</td>
<td></td>
<td>Completeness and accuracy</td>
<td>Accounting information</td>
<td>Performance measurement</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Financial completeness</td>
<td>Financial reporting evaluation</td>
<td>Organization structure</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reporting</td>
<td>Taxation</td>
<td>Resource allocation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Accuracy</td>
<td>Investment evaluation</td>
<td>Planning</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reporting</td>
<td>Regulatory reporting</td>
<td>Life cycle</td>
</tr>
</tbody>
</table>

**Performance gap**
**Cycle time**
**Sourcing**
**Obsolescence / shrinkage**
**Compliance**
**Business interruption**
**Product / service failure**
**Environmental**
**Health and safety**
**Trademark / brand name erosion**

**Change readiness**
**Communications**
**Information processing**
**Technology risk**
**Integrity**
**Access**
**Availability**

**Infrastructure**

**Management fraud**
**Employee fraud**
**Illegal acts**
**Unauthorized use**
**Reputation**

**Liquidity**
**Cash flow**
**Opportunity cost**

**Concentration**
**Credit**

**Default**
**Concentration**
**Settlement Collateral**

In SCORE framework, risk assessment - the first
component of risk management, involves understanding the amount of risk present in a project. As one might expect, assessing risk could be labour intensive depending on how much effort one devotes to it. To avoid expending more efforts than necessary assessing risk, SCORE framework suggests for two levels of risk assessment, as under:

- High level risk assessment
- Function-level risk assessment

High-level risk assessment is a broad review of the project risks. It is the first step in the assessment process and is used to determine whether the risk associated with this project warrant a more detailed, function-level risk assessment. It does not involve formal quantification or extensive study.

Function-level assessment is a review of each project management function to determine the risk associated with each function. It is more detailed review than the high level assessments.

4 Framework for Conducting a High Level Assessment

A high-level risk assessment is always done at a project start-up and should also be done at other points in the life of the project whenever conditions change significantly. The purpose of conducting a high-level risk assessment is to identify project risks that need an in-depth examination. A high level assessment can be accomplished with a little time investment.

A high-level risk assessment involves examining four project attributes. These are: (a) project size (b) project structure (c) project technology (d) project impact. Three categories of assessment for risk are suggested: high, medium and low. These categories are clearly subjective and require additional descriptions suit to each business unit in Satyam, to be useful.

A high-level assessment consists of four steps:
- Step 1: Review and assess project size.
- Step 2: Review and assess project structure.
- Step 3: Review and assess project technology.
- Step 4: Review and assess project impact.

Actions to achieve each of the above four steps are given below (Table 3 – 6):

Table – 3: Actions to achieve Step 1

<table>
<thead>
<tr>
<th>Sub-step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Estimate total project size in terms of the following:</td>
</tr>
<tr>
<td></td>
<td>Function points</td>
</tr>
<tr>
<td></td>
<td>Lines of codes</td>
</tr>
<tr>
<td></td>
<td>Pages of documentation</td>
</tr>
<tr>
<td>1.2</td>
<td>Compare project size to other projects previously accomplished by this business unit</td>
</tr>
<tr>
<td>1.3</td>
<td>Categorize the risk as high, medium or low (H, M, or L) according to the relative size of the project compared with the team’s experience.</td>
</tr>
</tbody>
</table>

Note: The assessment considerations relate to the overall expertise level of the composite team that will do the work, however, do not ignore expertise that can be tapped from other parts of the organizations.

Table – 4: Actions to achieve Step 2

<table>
<thead>
<tr>
<th>Sub-step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Determine project structure by considering the following:</td>
</tr>
<tr>
<td></td>
<td>No. of customers and Satyam business units involved</td>
</tr>
<tr>
<td></td>
<td>Geographical locations of customers and Satyam business units</td>
</tr>
</tbody>
</table>
|          | Scope of business functions ad
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### Table – 5: Actions to achieve Step 3

<table>
<thead>
<tr>
<th>Sub-step</th>
<th>Action</th>
</tr>
</thead>
</table>
| 3.1      | Determine the hardware approach for the proposed system solution using the following considerations:  
  - Previous use of this technology  
  - Maturity of the technology  
  - Vendor track record |
| 3.2      | Determine the software approach for the proposed system solution using the same considerations, as in sub step 3.1 |
| 3.3      | Compare hardware/ software approaches to other projects previously accomplished by this business unit. |

**Step 3: Review and assess project technology**

It may appear to be premature to assess project technology when the design phase of the project is not yet completed. Each assessment, however, should be conducted with whatever information is known or can be presumed at the time. Delaying the assessment should be avoided until more data is collected.

### Table – 6: Actions to achieve Step 4

<table>
<thead>
<tr>
<th>Sub-step</th>
<th>Action</th>
</tr>
</thead>
</table>
| 4.1      | Determine the impact of this project in terms of strategic importance by answering the following questions:  
  - How does this fit with the customer’s strategies?  
  - How does this project fit with Satyam strategies? |
| 4.2      | Determine the criticalness of the business functions addressed by the project (for example, real time electronic funds processing versus batch processing) |
| 4.3      | Determine the impact of the project on the customer organization in terms of changes in the way the business is run. |
| 4.4      | Determine the impact of the project failure on the customer organization (for example, will project failure put the customer organization out of business) |
| 4.5      | Categorize the risk as high. Medium or low (H, M, or L) according to the project impact. |

**Use of High Level Assessment:**

After completing the high-level risk assessment procedure, the following guidelines could be used to determine whether further assessment is required:

- **3.4** Categorize the risk as high. Medium or low (H, M, or L) according to the relative similarity (that is closeness of fit).
• If all four assessments are low, one need not conduct further risk assessment at this point in the project life cycle. One should still plan, however, to reassess risk at key points in the life of a project.

• If any of the four risk assessments is medium or high, one should proceed with a function level risk assessment.

A high-level risk assessment shall be done at a project start-up and should also be done at other points in the life of the project whenever conditions change significantly – especially, when clients’ requirements get altered drastically.

Table 7 explains which level of risk assessment to select for your project.

<table>
<thead>
<tr>
<th>If</th>
<th>Then…</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any of the four assessments from the high-level risk assessments is medium or high</td>
<td>Proceed with a function-level risk assessment</td>
</tr>
<tr>
<td>Risk assessment is high from either the high level or function-level risk assessment, and further detail is required</td>
<td>Use available mathematical models. (Table 8)</td>
</tr>
</tbody>
</table>

If a more detailed risk assessment approach is required, there are mathematical models that can help quantify risk potential. Exploring these techniques in detail is outside the scope of this paper, but Table 8 displays some of the available tools and corresponding components, formulas, and references.

<table>
<thead>
<tr>
<th>Tools</th>
<th>Developer</th>
<th>Components (Examples)</th>
<th>Risk formula (Examples)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE</td>
<td>Institute for Electrical and Electronics Engineer</td>
<td>Structure, size, technical</td>
<td>Weight x probability</td>
<td>Software Risk Management (only a sample)</td>
</tr>
<tr>
<td>DoD Mathematical Model</td>
<td>Department of Defense Systems Management College</td>
<td>Hardware and software maturity; complexity, and dependency on interfaces</td>
<td>(Consequences + probability) − (Consequences x probability)</td>
<td>Systems Engineer Management Guide</td>
</tr>
<tr>
<td>Taxonomy Mechanism</td>
<td>Software Engineering Institute</td>
<td>Requirements, processes, and environments</td>
<td>Calculate averages and point spread</td>
<td>SEI Software Risk Management Program</td>
</tr>
</tbody>
</table>
Example of High-Level Assessment Use

Table 9 provides an example of a high-level risk assessment worksheet. Nevertheless, one needs to establish one’s own limit for each criterion.

Table - 9

<table>
<thead>
<tr>
<th>Project Attributes</th>
<th>Risk Assessment Worksheet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Size</td>
<td>Less than 10,000 lines of code</td>
</tr>
<tr>
<td>Structure</td>
<td>Immediate customer department and immediate Satyam team</td>
</tr>
<tr>
<td>Technology</td>
<td>Existing IBM mainframe platform</td>
</tr>
<tr>
<td>Impact</td>
<td>Existing, non-critical business functions</td>
</tr>
</tbody>
</table>

5 Framework for Conducting a Function-Level Assessment

The purpose of conducting a function level assessment is to obtain a more detailed evaluation of project risk than that provided by the high level assessment. By identifying risk for each project management function, one is able to pinpoint the appropriate risk management techniques that should be applied.

The primary vehicle for conducting the function-level assessment is the risk assessment job aid located in the appendix. One needs to use the steps in Table 10 to conduct a function level assessment.

Table 10: Steps to conduct Functional level assessment

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Review the risk assessment questionnaire and, if necessary, tailor it to the project.</td>
</tr>
<tr>
<td>2</td>
<td>Using the questionnaire, review risk items for each function and categorize the degree of risk for each item</td>
</tr>
<tr>
<td>3</td>
<td>Group risk items according to high, medium or low risk</td>
</tr>
<tr>
<td>4</td>
<td>Document medium and high risk items for the project</td>
</tr>
</tbody>
</table>

Step 1: Review the function level risk assessment questionnaire and, if necessary, tailor it to the project (The risk assessment questionnaire is given in the Appendix – A – please refer Annexure A for better understanding of subsequent steps.)

Objectively review the questionnaire to determine whether all questions are applicable. Modify questions to fit your project situation, being careful not to slant the questionnaire so that the results are distorted.

Step 2: Using the questionnaire, review risk items for each function and categorize the degree of risk for each item.

For each risk item, there are descriptions under the headings (high, medium, and low) to determine which description most closely matches the situation in the project.

Example: The following example addresses the commitment of senior customer management to the project solution:

--L Customer senior managers are enthusiastic and back up their words with actions. Customer managers are personally involved and actively work to ensure the right resources are available. A project champion is clearly identified.

-- M Customer senior management is adequate. Although customer senior managers are not personally in
Step 3: Group risk items according to high, medium or low risk.

Grouping risk items helps us to focus on the items of greater concern. Generally, the items assessed low will not require further consideration.

Step 4: Document medium and high-risk items for the project.

For each item risk item, a brief statement may be enumerated describing the specific situation for this project. The phrasing in the questionnaire may be used to guide our thinking. The questionnaire statements associated with low risk (please refer example in step 2) could be interpreted as the ideal state, against which the medium and high-risk items may be contrasted.

Example: Table 11 shows how to document a risk item specific to the Customer Relationship function.

Table 11: An example on documenting a risk item

<table>
<thead>
<tr>
<th>Function</th>
<th>Risk Degree</th>
<th>Rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer Relationship</td>
<td>Medium</td>
<td>• Only 2 of the 14 users in the target department are considered experts in the application and both are tied up with other work.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Three others have a good understanding of the application and are available.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Most of the people in the department have previous project experience.</td>
</tr>
</tbody>
</table>

6 Use of Function-Level Assessment Results

The results of the function-level assessments are used as inputs in the development of risk handling plans. The function-level assessment will be used to determine the degree of emphasis required in risk handling.

High-Level Versus Function-Level Assessment

Table 12 provides the differences in descriptions and purposes of high level and function-level risk assessments.

Table 12:

<table>
<thead>
<tr>
<th>Level of Risk</th>
<th>Purpose</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Level</td>
<td>Identify those risks that need more in-depth examination</td>
<td>Broad review of project risk.</td>
</tr>
<tr>
<td>Function-Level</td>
<td>Identify risk for each project management function to help pinpoint appropriate risk management techniques that should be applied</td>
<td>Individual review of each project management function</td>
</tr>
</tbody>
</table>

7 Risk Response Development

This section of the paper, on risk response development, deals with developing plans to (a) minimize the impact of negative risks (threats) on the project, and (b) enhance the impact of opportunities, thereby enhancing the probability for project success.

The next section 7.0 offers a technique for establishing appropriate measurement that will provide early warning of future problems.

It is important to realize that the risk response development plan – prepared to handle each risk...
item — must be integrated in the overall project plan so the project manager has to deal with only one plan. Risk response development involves defining enhancement steps for opportunities and responses to threats. Responses to identified threats generally fall into one of three categories:

- Risk mitigation
- Risk transfer
- Risk acceptance

Let us call these three categories of responses as ‘Risk Handling Techniques’. Table 13 describes these three techniques for handling risks (threats).

### Table 13

<table>
<thead>
<tr>
<th>Risk Handling Technique</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mitigation</strong></td>
<td>The act of revising the project’s scope, schedule or budget (preferably without significant schedule or quality impact on the project’s objectives) to reduce uncertainty.</td>
<td>Choosing an existing database management system over a new developed and relatively untried alternative</td>
</tr>
<tr>
<td><strong>Transfer</strong></td>
<td>The act of transferring all or part of risk to another party, usually by some form of contract</td>
<td>Setting a firm, fixed price for work subcontracted to a third party</td>
</tr>
<tr>
<td><strong>Acceptance</strong></td>
<td>The acknowledgement of the existence of risk but a decision to make no changes to the project plans and accepts the probability of risk occurring. Acceptance should include developing a contingency plan, which is a plan to be invoked only if the risk item occurs.</td>
<td>Committing to the scheduled project end date, even though planned ramp-up of personnel requires critical skill sets currently in short supply. A contingency plan might be identifying another Satyam support group to call upon if needed.</td>
</tr>
</tbody>
</table>

### 7.1 Framework for using Risk (Threat) Handling Techniques

Risk handling techniques help you evaluate the alternatives to address risk items. Too often a project manager in Satyam selects the first option that presents itself or assumes that all risks must be mitigated.

The alternative is considered based on any or all of the three risk techniques or combination of them. Following is a suggested framework to determine alternatives to use risk-handling techniques:

- Do not assume that all risks must be mitigated. If the probability of the risk occurring is sufficiently low, accepting the risk makes a good business sense.
- Consider all the three techniques to develop risk-handling alternatives for each risk item.
  - What are the ways to mitigate this risk?
  - Can transfer be used to reduce this risk?
  - What are the consequences of accepting this risk?

Example: The following scenario is an example of the use of multiple techniques in determining risk-handling alternatives.

This is a case of a Health Care application in Satyam that required a new hardware. A high risk was identified as: The hardware vendors might fail to deliver specified workstations in time to complete implementation of the new software.

Table 14 lists techniques to consider when developing each risk-handling alternative.

### Table 14

<table>
<thead>
<tr>
<th>Risk Handling Technique</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mitigation</strong></td>
<td>Choose a different configuration that uses more readily available hardware.</td>
</tr>
<tr>
<td></td>
<td>Chose a different hardware vendor with a more reliable de</td>
</tr>
</tbody>
</table>
After risk items are identified, determining and selecting an alternative is a fairly standard process. The key point to remember here is that the selected alternative needs to be in line with the project’s objectives. The framework in table 15 helps us to determine and select risk-handling alternatives.

Table 15:

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Determine the criteria for selecting alternatives</td>
<td>Review project objectives&lt;br&gt;Review customer information acquired&lt;br&gt;Determine measurable, objective criteria that will help differentiate alternatives (For example, “must meet planned end dates regardless of cost”)</td>
</tr>
<tr>
<td>2</td>
<td>Examine each assessed risk item</td>
<td>Consider each risk item individually&lt;br&gt;Consider combinations of risk items to determine whether there are common root causes.</td>
</tr>
<tr>
<td>3</td>
<td>Identify the alternatives to resolve each</td>
<td>Use the risk handling techniques to identify alternatives</td>
</tr>
<tr>
<td>4</td>
<td>Evaluate the alternatives and select the best alternative</td>
<td>Examine combinations of alternatives to see whether risk-handling solutions can be leveraged.</td>
</tr>
<tr>
<td>5</td>
<td>Develop plans for the alternative selected</td>
<td>Extract the opportunity to determine if it is aligned with:</td>
</tr>
<tr>
<td></td>
<td>Plan the tasks needed to handle the assessed risk</td>
<td>1. <strong>Estimate</strong> the opportunity&lt;br&gt;• Size of opportunity&lt;br&gt;• Determine which events are likely to occur and are advantageous for Satyam.</td>
</tr>
<tr>
<td></td>
<td>Validate plans against project objectives and adjust if necessary</td>
<td>2. <strong>Evaluate</strong> the opportunity to determine if it is aligned with:</td>
</tr>
<tr>
<td></td>
<td>Incorporate the risk-handling plans into the overall project plans</td>
<td>• Satyam organizational objectives or project objectives, and&lt;br&gt;• Objectives of other stakeholders (e.g. Client’s objectives)</td>
</tr>
</tbody>
</table>
|      | | 3. **Explode** the opportunity: If the identified opportunity meets the criteria of step 2, then:<br>• Explore further and maximize the size of opportunity, say enhance number of

7.2 Framework for using Risk (Opportunity) Handling Techniques

The risk handling techniques in section 6.1 have assumed risks as threats, whereas in reality, an uncertainty could be viewed as an opportunity. Satyam needs to proactively mould all such opportunities to its advantages. It is recommended to adopt ‘**6E**’ framework to handle such risks (opportunities). These are:

1. **Estimate** the opportunity<br>• Size of opportunity<br>• Determine which events are likely to occur and are advantageous for Satyam.

2. **Evaluate** the opportunity to determine if it is aligned with:<br>• Satyam organizational objectives or project objectives, and<br>• Objectives of other stakeholders (e.g. Client’s objectives)

3. **Explode** the opportunity: If the identified opportunity meets the criteria of step 2, then:<br>• Explore further and maximize the size of opportunity, say enhance number of
occurrence of the events or/and increase (positive) impact of each event

- Enlarge the business case

4. Establish the process to use opportunity
   - Determine the process (people, methods and resources) to maximize the positive impact of the opportunity and reduce adverse effects of the event, if any.
   - If it is a case of ‘repeat’ opportunity, Satyam needs to look into the option to ‘re-use’ the process that was determined last time. Care has to be taken to incorporate modifications that were suggested as a part of ‘lessons learnt’ last time.

5. Exploit the opportunity
   - Satyam may decide to use the opportunity as it occurs, or exploit the ‘explode’ opportunity as determined in step 3, to its advantage.

6. Extend the opportunity:
   - After having exploited the opportunity once, ensure that appropriate steps, wherever possible, are taken so that such opportunities are repeated in future.

7.3 Relationship Between Risk Handling Plans and the Project Plan

After developing plans for handling risks, immediately integrate these plans into the project plan. As new risk items are identified, risk-handling plans are continually integrated in the project plan throughout the life of the project. Effective management of risks is directly dependent on this integration, because execution of risk handling plans is accomplished as part of the process of executing the project plan.

The use of the suggested framework here in itself is an excellent mitigation technique. Incorporating the Satyam project metrics and project management methodologies in our project plan greatly reduces project risk (threat).

8 Use of Project Management Measurements To Forecast Risks

In addition to using risk assessment to develop risk-handling plans, we can use risk assessment to determine the degree of emphasis to place on the project measurement measurements. For risks that were assessed as having medium to high risk, especially where we have chosen acceptance technique, appropriate project management measurements provide an early warning system to alert us of emerging problems.

The purpose of relating risk management to project management measurements is to ensure that the level of measurement details is appropriate to the degree of risk. This maximizes the effectiveness of our project management measurements, ensuring that neither too little nor too much time and money are expanded on measurements. It must be recognized that one will never be able to track every aspect of the project in detail as the project progresses.

Table 16 describes and provides examples of some project management measurements. The measurements are annotated according to the following metrics categories:

- Business performance, including system engineering metrics
- Financials
- Customer Satisfaction
- Human Resources

Table 16:

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Category</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effort</td>
<td>Business performance</td>
<td>Number of person-hours to complete a task</td>
<td>Person hours to complete Technical Design Phase&lt;br&gt;Person Hours to develop the event/response model&lt;br&gt;Person hours to unit test program XYZ</td>
</tr>
<tr>
<td>Size</td>
<td>Business Function</td>
<td>Number of</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Performance</th>
<th>Lines of code, or pages of documentation</th>
<th>Lines of code in the claim processing sub system</th>
<th>Number of pages in user guide</th>
</tr>
</thead>
</table>

**Cost**
- **Financials**
  - Satyam expenses incurred to complete a task
  - Cost ($000s) to develop the Business Design document
  - Total travel costs
  - Cost of capital equipment

**Satisfaction Index**
- **Customer satisfaction**
  - External Customer satisfaction Measurement (ECSM) score or any other survey score used as benchmark for future surveys

**Training**
- **Human resources**
  - No. of hours of training expended
  - Hours of Java training per employee per year
  - Hours of project management training during project start-up.

**Granularity:** A key point to remember in selecting measurements for a project is the amount of granularity needed. Granularity is the level of detail at which measurement data are collected. The levels of detail range from gross to fine. Measurements, which are taken at the summary level, or taken less frequently, would be considered of gross granularity. Measurements that are taken at the detail level, or taken more frequently, would be considered of fine granularity.

Selecting the right level of granularity for measuring a project is like deciding how often to check the fluid levels in our car. One of the factors influencing this decision might be the difficulty in performing the measurement. Another factor is the consequences of neglecting to check fluid levels regularly. Running out of engine oil may cause car engine to break down because of improper lubrication, resulting in costly repairs. On the other hand, running out of windshield washer fluid may present temporary difficulties, but a resolution is usually as close as the next service station.

Thus, our decision on frequency of measurement is influenced by the risk probability, on which we may have historical data to base our decision. If the car is new, one will check the oil frequently. After one has gained experience with the car and found that one need not add oil very frequently, the oil may be checked at less frequent interval.

### 8.1 Relationship Between Risk Management and Project Management Measurements

The risk assessment helps to determine the granularity of project management measurements. The higher the risk, the more important it is to invest time and money in project management measurement. It is important to reassess risk periodically to see whether some measurements needs to be collected at a high level or low level. The relationship between risk and project management measurement is portrayed in table 17.

<table>
<thead>
<tr>
<th>Degree of Risk</th>
<th>Degree of project Management Measurement</th>
<th>Granularity</th>
<th>Example 1</th>
<th>Example 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Complex</td>
<td>Fine</td>
<td>Task Level</td>
<td>Daily data</td>
</tr>
<tr>
<td>Medium</td>
<td>Moderate</td>
<td>Medium</td>
<td>Activity level</td>
<td>Weekly data</td>
</tr>
<tr>
<td>Low</td>
<td>Simple</td>
<td>Gross</td>
<td>Phase level</td>
<td>Monthly data</td>
</tr>
</tbody>
</table>

**Table 17**
8.2 Using Risk Assessment

Table 15 provides a framework one can apply to monitor risks according to the relative risks within several example project management functions. A framework used for a given degree of risk and function should not necessarily be applicable for other degree of risk.

Also, if reassessment reveals changes in risk items, the granularity of the project measurement is likely to change too.

Table 18

<table>
<thead>
<tr>
<th>Function</th>
<th>Degree of Risk</th>
<th>Sample Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>Low</td>
<td>Managing by walking around (MBWA); monthly status meeting</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>Associate delight survey, open forum</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>Reverse open door; highly structured standards for meeting and memos; weekly project meetings</td>
</tr>
<tr>
<td>Schedule</td>
<td>Low</td>
<td>Bar charts; action item list</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>Critical Path Method (CPM)</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>CPM using resource leveling</td>
</tr>
<tr>
<td>Quality</td>
<td>Low</td>
<td>Processes in Satyam’s QUALIFY</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>Open defects count</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>Mean time to failure</td>
</tr>
<tr>
<td>Financial</td>
<td>Low</td>
<td>Profit &amp; Loss Variance report</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>Cost data tied to measured effort</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>Earned value analysis</td>
</tr>
</tbody>
</table>

Using risk management effectively ensures that one does not spend too much or too little time and money on project management measurements. Typically, the more complex the project measurements are, the greater their costs. The right amount of measurement will serve as an early warning of problems.

9 Conclusion

For those who anticipate and strategically manage business opportunities and problems, the gains can be enormous. But to realize these gains, Satyam needs to have [8]:

- Global perspective: Viewing software development within the context of the larger systems-level definition, design and development.

  Recognizing both the potential value of opportunity and the potential impact of adverse effects.

- Forward looking view: Thinking toward tomorrow, identifying uncertainties, anticipated potential outcomes

  Managing project resources and activities while anticipating uncertainties.

- Open communication: Encourage free-flowing information at and between all project levels

  Enabling formal, informal, and impromptu communication.

Using processes that the value the individual voice (bringing unique knowledge and insight to identifying and managing risk)
• Integrated management: Making risk management an integral and vital part of project management

  Adapting risk management methods and tools to a project’s infrastructure and culture.

• Continuous process: Sustaining constant vigilance

  Identifying and managing risks routinely through all phases of the project’s life cycle.

• Shared product vision: mutual product vision based on common purpose, shared ownership, and collective communication

  Focusing on results.

• Team work: Working cooperatively to achieve common goal

  Pooling talents. Skills and knowledge

The SCORE framework for risk management, as suggested in this paper, is based on these principles. It would help software projects at Satyam to understand and manage the changes and uncertainties (from both internal and external sources) in a much more effective way. Thus, it will help Satyam to achieve its business goals and “create value enduringly” that Orbit 5 initiative aims it.

But be aware that just having a technical framework does not necessarily solve all problems in risk management!

One should remember the following:

**The Need For Knowledge And Action**

If we don't know, we can not act

If we can not act, the risk of loss is high

If we do know and act, the risk is managed

If we do know and do not act, we deserve the loss

*Dr. Mikel J. Harry*
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Maturing Measurements in SimCorp along with the Organisation’s Maturity

Malene M. Krohn, SimCorp A/S

Abstract

The main points of this article are that:

- The ability to perform measurements is very much dependent on the maturity of the software development processes in the organisation.

- Working with measurements is a dynamic process. As the organisation matures its' software development processes it is important that the measurement program is matured and adjusted accordingly.

This article is a case story describing the experiences with implementation of a measurement program in SimCorp A/S. The experiences and findings presented in this article are based on several years of work with software process improvements including registration of work flow related data and measurements.
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SimCorp A/S

SimCorp A/S is a Danish software company, which develops and globally markets integrated investment and treasury management systems. SimCorp A/S has approx. 550 employees (whereof approx. 300 are employed in the headquarters in Copenhagen and the rest in subsidiaries in Europe, New York and Sydney). The development of SimCorp's main software product – SimCorp Dimension – is centrally located in Copenhagen, where approx. 150 employees work with software development. The product SimCorp Dimension is a standard product and a new version is released every sixth months. For more information about SimCorp A/S please refer to www.simcorp.com.

SimCorp A/S has worked with software process improvements (SPI) for the past 5 years and achieved a CMM level 2 certificate in 2001. For the past 2 years SimCorp A/S has worked with a measurements program and this article outlines some of the lessons learned from this program.
1 Summary

Developing the Measurement program is closely related to the maturity of the organisation. In Sim-Corp A/S the measurement related activities and the achievements gained have to a high degree been dependent on the maturity of the development organisation. The illustration below gives an overview of the course of events:

<table>
<thead>
<tr>
<th>Maturity</th>
<th>Measurement related activities</th>
<th>Achievements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before CMM</td>
<td>Create foundation for measurements</td>
<td>Culture for data registration established</td>
</tr>
<tr>
<td>CMM Level 1</td>
<td>Ad hoc measurements carried out</td>
<td>Project related measurements(^1): Planning &amp; Tracking measurements implemented</td>
</tr>
<tr>
<td></td>
<td>Measurements primarily established on project level</td>
<td>Product related measurements(^1): Product size and quality measurements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increased predictability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ability to make corrective actions</td>
</tr>
<tr>
<td>CMM level 2</td>
<td>Measurements on project level</td>
<td>Quality goals and measurements implemented</td>
</tr>
<tr>
<td></td>
<td>Begin to standardise measurements</td>
<td>Tool for Measurements developed (portal)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increased product quality</td>
</tr>
<tr>
<td>Progressing</td>
<td>Measurements standardised and established on organisational level</td>
<td>Implementation of Measurement program</td>
</tr>
<tr>
<td></td>
<td>Analysis activities initiated</td>
<td>Process related measurements(^1): Effect of Quality Assurance activities on Product Quality</td>
</tr>
<tr>
<td></td>
<td>Continuous adjustments and extensions of Measurement program</td>
<td>Improved decision basis</td>
</tr>
</tbody>
</table>

Below a summary of the lessons learned during the period is presented. The summary and this article are composed of two major parts representing the chronological events related to measurements:

- Getting started with Measurements, and
- Progressing in Maturity

The findings, lessons learned etc., that will be elaborated throughout this article, will be related to these two periods.

1.1 Getting started with Measurements

Data registration – the foundation for measurements

It takes time to build the foundation for measurements, hence it is important to start registering data. It may seem senseless and frustrating in the beginning, as the quality of data varies, and processes are uncontrolled etc. Focus should be on the areas (projects, processes etc.) where registrations can facilitate improvements.

\(^1\) Zahran divides measurements in 3 categories: Process related (e.g. process defects, cycle time measures, quality and productivity trends etc.), Product related (e.g. number of defects, system size, usability etc.) and Project related (e.g. work completed, effort, costs, resource usage etc.) [Zahran 1998].
Initial approach – Assessment and Metrics work group

Having an external evaluation (assessment) of the organisation’s maturity can be an eye-opener for many people in the organisation. It can also be a kick starter for process improvement activities including working with measurements. It is important to accept that working with measurements is a learning process. realise that measurements take time and effort.

Collect input from the organisation

Advises and best practices from other organisations are plentiful, but it is important to select measurements that make sense to your organisation. We found that project related measurements (e.g. progress of project plans) and product related (e.g. size of product and number of errors) made most sense when initiating measurements. Process related measurement were on the other hand very challenging, probably because of our immature processes.

Align measurements with the maturing processes

It is important to closely relate the measurements to the processes in focus in the organisation. There is a close relationship between improving a process and measuring the very same process: 1) When you start measuring a process, it naturally puts focus on the process and that affects the process performance for a period. 2) Improving a process does also to some extent enable the measurement of the process, e.g. a process is supported by registering data, defining input and output etc.

1.2 Progressing in Maturity

Align measurements with the organisation’s processes

As the organisation matures it is important to constantly align the measurements with the processes. Measurements have to be adjusted and new requirements for measurements will be produced. Two process areas had an essential effect on our ability to perform measurements: A structured development lifecycle and establishment of quality goals.

Standardising measurements at the organisational level

Standardised measurements are enabled by the processes maturing. Standardisation ensures a common way of interpreting status and progress of the software development activities and provides a better basis for decision making. It is important to use the measurements already established in the projects, when defining standard measurements to be used at organisational level.

Implementation of the measurement program

The implementation of the measurement program should be carefully planned. It should be defined how to follow up on the measurements. Measurements will be questioned! Often when introducing measurements people will feel that they are being monitored, and communication about purpose, consequences etc. is therefore vital.

Analysis – taking measurements a step further

Having established a foundation for measurements and gained experience with measurements our next step has been to combine measurements into different analysis. Combining measurements in analysis improve decision basis and provide valuable input to which process areas to improve.

Looking back and evaluating the lessons learned the main conclusion is that working with measurements is a dynamic process. Developing a measurement program is not a task that ends. The measurements have to be adjusted as processes mature. The measurement program has to mature, and the same goes for the underlying data, the analysis of the data, the presentation of the measurements and the organisational processes using the implemented measurements.

The main lessons learned summarised above will be further elaborated in the rest of this article.
2 Background

The recommendations from external (SPI) consultants are clear from the first meeting: “Start measuring…”. In the beginning it seems a bit theoretical – discussing process-related measurements, but the arguments get more convincing with: “Naturally, you need to have before- and after-measurements in order to see the progress and the result of your SPI-initiative”, and “people have short memories – in two years time they can’t remember how it was to work in an immature organisation. You have to remind them with your measurements, otherwise they will keep questioning SPI”.

These arguments seem sensible and logic, and they are supported by SPI textbooks, where it is evident that measurements are a central point in software process improvements.

Internally within the organisation you will also meet challenging questions. Especially management tend to ask questions like “what is the return on investment on SPI?” and “when can we see the (financial) benefit of this initiative?”. Not surprisingly, because managers are used to focus on a number of key figures when evaluating success or failure of businesses, projects etc. However, due to the individuality and creativity embedded in software development, universal standard key figures have been difficult to establish within the software industry. Rather, there are lots of recommendations and best practices dependent on your business, the industry you are in, and the models or processes you have chosen to follow.

That SPI is common sense is not enough – you need to prove the real value to your organisation, and the challenge remains: You have to find the right mix of measurements to support the organisation’s improvements and make the progress visible to everyone. This is a dynamic process and as the organisation develops, the measurement program has to be adjusted and matured. As new goals for maturity or for the organisation’s processes are defined, there will also be a need for new and often more sophisticated measurements. Furthermore using the measurements (to get a status, as basis for decisions etc.) will also generate new requirements for the measurements.

3 Getting started with Measurements

3.1 Data Registration – the Foundation for Measurements

In an immature organisation measurements or statistics are carried out on an ad hoc basis based on the immediate needs in the organisation. Some level of management reporting might be in place and used as basis for decisions. The data quality is most likely questionable. It is true that “You can’t measure chaos - Measuring the performance of a chaotic process will lead to inconsistent results. Organisations which start their improvement from a chaotic level do not have a baseline against which to compare the process improvements”[Zahran 1998].

In SimCorp the initial basis for measurements were established back in 1995/96 when our workflow system ‘SACA’ was implemented.

The main purpose was:

• Registration of requests for new functionality
• Registration of errors
• Time registration (registration of working hours)

By registering the requests and the time spend on various activities we wanted to improve the planning processes, thereby improving the control of our software development. Slowly a culture for registering work flow related data arose. A culture that also today strongly exists, and is a very important pre-requisite for our software development processes and related measurements.

Data was registered in order to support the processes, and only to a limited extent with the purpose to
measure process performance or to create measurements as basis for decision-making. At this time there was no thorough analysis of how to use all the registered data.

Along with the maturing of processes, increasing demands for quality, organisational and economical growth, additional registrations of data were added (note that this is before initiating SPI). The registrations were closely integrated with the development and test processes.

Example: In order to track changes the developers had to relate their code changes to an incident*. This was enforced in the development environment, so changes could not be saved without registering an incident number.

*An incident is an entity in SACA (our work flow system). A unique identification of either a request or an error including information like customer, categorisation, priority, owner, task flow, estimates etc.

All these registrations of data made a sound foundation for measurements. We developed a culture for registration of data and we learned by experience. This definitely benefited later measurement initiatives.

3.2 Initial approach – Assessment and Metrics Work Group

The SPI program was initiated in SimCorp in 1999 and this implied working with process improvements in a structured way. CMM was chosen as a framework for the SPI activities. In some way this was also the starting point for working with measurements, although it was not, at that point, that obvious.

3.2.1 Making the GAP explicit

In the beginning of year 2000 the first external evaluation of the software development processes (a CMM pre-assessment) was carried out. From this it was concluded that we had to do something about measurements:

"Due to the lack of metrics regarding the efficiency of the current software development process, it is not possible to determine the actual return on investment at this time, beyond the industry-wide available documented and published results".

"For this reason, the establishment of metrics and measurement of the current situation is one of the most urgent activities for all Process Activation Teams".

From the GAP-report, produced 2000

3.2.2 Metrics Work Group

The GAP was documented and the need was evident: We had to start working with measurements in a structured way. In parallel with other SPI initiatives (moving from CMM level 1 to level 2) a Metrics work group was initiated and anchored in the newly established SPI Group.

One statement from the work group was made clear from the beginning: "...it is fundamental for the whole measurement effort (Metrics Program) that our intention is focused entirely upon the process and the product - management information - and not upon the individual consultant." (from SPI Newsletter, August 2000).

We chose to use the GQM method (Goals-Questions-Metrics) [Grady 1997] and started working with the process areas one by one, to define measurements giving indications about the processes’ performance. A method was defined for the process improvement teams describing how – as part of defining the process – the measurements to monitor the process should also be defined.
The Metrics work group was not a definite success and after approx. 4 months the work was stopped. The main lesson learned was that our primary focus was on process related measurements which by nature are difficult to work with – “the performance of processes” is not an easy implementable term. Working with goals and related measurements for process areas seemed to be too abstract at that time where the processes were not matured. We forgot to sufficiently align and integrate the measurements with the implemented processes, and the work ended up being too theoretical.

3.3 Collect input to Measurements from the Organisation

Although the Metrics work group was not a success, measurements did however arise from process areas, where process improvements were well on the way. The planning and tracking areas were still in focus and as the processes matured, the need for measuring progress, what time was spend on, observance of deadlines, numbers of requests, errors etc. also got stronger.

At that point we succeeded in implementing some project- and product-related measurements that were successfully adopted by the organisation.

Example 1: Project related measurement: A tool called “Baseline Progress” (Nov. 2000) enabling every developer and manager to follow the progress of the plans on department, group/project and individual level.

![Planning & Tracking tool: Baseline Progress](image)

An overall progress is presented at department level where the coloured bars indicate Completed, Overdue and Remaining work according to the established plans. From department level it is possible to drill down to group/project level and get the project’s progress. From project level it is possible to drill down on individual level to view each developer’s progress according to the plans. This measurement gives valuable input to make corrective actions during the development period.
Example 2: Product related measurement: Size of system, where 7 parameters were selected and measured for each version of the product to follow the development of the system’s size.

The seven graphs show either the increase in the size, e.g. code size, tables, or the total size of the selected parameter, e.g. lines of code, specifications, (y-axis) per version of the system (x-axis).

4 Progressing in Maturity

Aligning the measurements to the maturing processes in the organisation was a lesson learned when initiating the measurement program, and this fact seemed to be strengthened during the following years where the SPI activities also were integrated in the organisation.

In 2001 SimCorp was officially assessed at CMM level 2 recognising that our software development processes had matured. Maturing the organisation also meant maturing the basis for measurements.

Especially two areas had an essential effect on our ability to perform measurements:

- Definition of an integrated and well-structured development lifecycle
- Definition of quality goals

4.1 Development Life cycle

The development life cycle in SimCorp is based on the Time boxing principle with fixed deadlines, i.e. we deliver a new version of our product, SimCorp Dimension, every sixth month. Also the resources allocated for development are relatively fixed due to the complexity of the product and the extensive training necessary for new employees. This leaves the functionality released in our product as the primary variable parameter in our software development.

We defined a development lifecycle with identical phases to be executed every sixth month. This structured lifecycle made measurements related to the development processes comparable and enabled continuous measurements.
The repeatable phases and the amount of historical data collected through the life cycle made comparisons between releases possible. The measurements, e.g. effort spent, number of errors, were summed up per life cycle iteration (version of the product).

Historical data improved the estimations of future activities and the activities in the life cycle were measured to follow progress and degree of completion.

The predictability of our software development plans and processes improved considerably and this also improved our ability to make corrective actions throughout the life cycle.

4.2 Quality Goals and Measurements

Focusing on increasing product and process quality we defined a set of Quality parameters and a number of Quality goals. The quality parameters covered both “hard” aspects such as:

- Few defects
- Predictability (example of quality measurement shown below in Figure 4: “Baseline work”, where the percentage of total work spent on Baseline work (work planned for next version of the system) is shown per month.

- and “soft” aspects such as:

- Respected partner (the Development department being respected both internally in SimCorp, i.e. towards the market units and externally towards our customers)
- Employee satisfaction (example of quality measurement shown below in Figure 4 “Resignations”, where percentage of resignations is shown per half year)
The quality goals were institutionalised in the organisation by the SQA function performing regular reporting of the status of the quality goals followed by discussions by management.

4.3 Standardising Measurements at Organisational level

After the level 2 assessment in June 2001 additional effort was put into the measurement program. The foundation was (still) in place based on substantial data registration, and the SPI activities had further enlarged this foundation.

A new Measurement work group initiated their work in the fall 2001 by identifying all the data extractions, statistics, measurements etc. already used in the organisation. A surprisingly large number of measurements were identified supporting the fact that projects developed their own measurements and that measurements were developed on an ad hoc basis to support decisions.

The main purpose of the Measurement work group was to define a set of standard measurements, i.e. selecting or defining the measurements to be integrated in a portal for measurements. The mission was defined as:

To develop a clear structure where measurements are easy accessible. The success criteria are to have a solution commonly known in the Development department, containing measurements that give a status of the development activities and product quality, and where measurements relatively easy can be added or removed.

Main focus in the work group was

- Analyse the existing measurements, adjust them and define how to present them.
- Identify new measurements based on the needs from different process areas.
- Document the measurements to facilitate the implementation in the organisation and in order to ease maintenance.
- Automate the measurements so real time data is presented.

It was very important for the work that the existing measurements already used in the projects were used as basis for the standardised measurements. After 6 months of work and several iterations the first release of “Development Measurements” was ready and released:
“Development Measurements” is a portal with 6 categories for measurements. You can enter each category (e.g. Development Lifecycle) and see more measurements related to the category. The Information link gives you documentation of the measurements and access to the data in an Excel sheet and the Report link gives the possibility to drill down in the data. In the combo box it is possible to make selections (e.g. only data for project X). The measurements are updated every night in a batch job.

4.4 Implementation of the Measurement program

The next step was to implement “Development Measurements” in the organisation. It is important to carefully plan the introduction of the Measurement program, e.g. consider the following questions:

- What is the purpose, i.e. what are the measurements used for.
- What is expected by the practitioners and management based on the measurements.

It is also important to define how to follow up on the measurements. If possible the follow up should be related to the existing processes instead of defining a whole new set of processes that also have to be implemented. E.g.:

- The SQA function uses some of the measurements as part of their regular reporting already institutionalised in the organisation.
- Selected measurements are used at regular management meetings in order to evaluate progress, quality and status of development and test activities.

A measurements program will easily “sand up”, if no consequences or actions are defined as a result. Either you can set absolute goals (e.g. we want to reach 10% by 2005) or set relative goals (the trend should increase otherwise we will react). Please refer to Figure 4, where absolute goals are visible as part of the measurements.

We met the following challenges when implementing the Measurements program:
• Challenge of replacing existing measurements that are well institutionalised but run manually or adjusted to fit project specific needs.

• Getting acceptance of the selected measurements. A measurement or the underlying data will always be questioned when trying to explain why a negative trend is appearing. Thorough documentation will help this, but training in understanding the measurements and the underlying data might be required.

• The measurement – dilemma: Measurements have to be simple to be explained and communicated – but complex to represent real life/activities and dynamic in order to be adjusted to changes (that again needs to be explained and communicated…).

4.5 Analysis – taking Measurements a Step further

Having established various measurements on error levels, effort levels, progress etc., we have started to experiment with combining measurements into analyses. At this point process related measurements have started to make sense.

Example 1: Measuring the effect of quality assurance activities (such as effort on code review and module test) on the product quality (reverse error density):

![Figure 6: Example of analysis of the effect of quality assurance activities on product quality](image)

The graph shows the correlation between quality assurance activities (dashed lines) and product quality (full line) for 2 selected development projects during 3 development periods (3 versions of the product). We found a high correlation between the effort spend on quality assurance activities and the product quality. Both increasing and decreasing levels of effort spend on quality assurance activities had a strong positive correlation to final quality of the product. This measurement was used to emphasise the effect of performing the quality assurance activities during the development phase.

Example 2: Application of system size. Various measurements of system size have been utilised for a number of analyses:

• Documentation of increasing quality (decreasing error levels in spite of increasing system size and increasing exposure, presented in Figure 7)

• Workload trends for non-coding groups (e.g. Test and Documentation)

• Early warning of possible approaching system limits
This measurement was used towards our customers supporting the fact that we were able to deliver quality even though our product had grown considerable in size and complexity.

We have also had very positive experiences supporting the value of the measurement program, when the SQA function uses the measurements to give early warnings or to raise red flags meaning that we have quality issues to be dealt with. During the activities in the development lifecycle SQA monitors the quality by monitoring a selected number of measurements, e.g.:

- Total number of errors
- Number of outstanding errors per developer and tester
- Stability of the system, e.g. patch levels in test version of the system
- Progress of test, e.g. actual effort compared to estimated effort

The issues are presented to management and used as basis for decisions, e.g. re-allocation of people, postponement of a release.

Besides from improving the basis for decisions these analyses provide valuable input to which processes we need to improve.

5 Next steps

The initiatives in the Measurement and Analysis area have taken us a long way and we have benefited from the work and gathered a lot of experiences. There is however still a lot of work to be done. To get input to future activities and to evaluate our current abilities in the area we carried out a Focused assessment in co-operation with Delta of the process area: Measurement & Analysis (from CMMI). The purpose of the Focused assessment was:

- To assess our current maturity status in the area of “Measurement and Analysis”
- To establish a GAP
- To pilot the focused assessment concept

The main findings from the focused assessment are reported below:
General observations

- A high accept and culture for gathering data.
- Well established tool for managing measurements (gathering, storing and analysing data and presenting results).

<table>
<thead>
<tr>
<th>Strong points</th>
<th>Weak points</th>
</tr>
</thead>
<tbody>
<tr>
<td>• The existing SQA policy mirrors well to the measurement program.</td>
<td>• General measurement objectives are only weakly stated.</td>
</tr>
<tr>
<td>• Data collection and storage procedures are well established and maintained.</td>
<td>• Variation in the specification of measurements and analysis results.</td>
</tr>
<tr>
<td>• Selected data are gathered as specified.</td>
<td>• Missing overall policy for measurements.</td>
</tr>
<tr>
<td>• Analysis and interpretation of measurements.</td>
<td>• No audit of the process.</td>
</tr>
<tr>
<td>• The development and maintenance of the measurement program is managed as a project with releases, incidents, etc.</td>
<td></td>
</tr>
<tr>
<td>• Assigned responsibility, allocated resources and trained people.</td>
<td></td>
</tr>
</tbody>
</table>

The next step is to turn these findings into an action plan for the Measurement and Analysis process area.

The next period will be dedicated to further mature the measurement program and focus on the implementation in the organisation i.e. the processes using the various measurements.

6 Concluding remarks

This case story described the experiences in the Measurements & Analysis area at SimCorp A/S.

As described measurements are a vital part of improving the software development processes, thus the companies working with software process improvements (SPI) must also work with implementation of a measurement program.

Different approaches to measurements can be chosen but as our experiences show the ability to perform measurements are very dependent on the maturity of processes in the organisation.

Through the years our work with measurements have provided valuable input to our SPI activities.

We expect that measurements will play a more and more significant role regarding our software development, both as basis for decisions and as providers of input to which process areas to improve.
Session V: SPI and Analysis
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1 Introduction

Many companies have been engaged in software process improvement projects, either focusing on standardising work practices or “improving” software development by innovative technology. There has recently been a lot of emphasis on improving software development through sharing experience and knowledge within a company, see for example [1, 2]. In this paper, we describe activities and results from an improvement program in a medium-sized company.

Kongsberg Spacetec AS is one of the leading producers of receiving stations for data from meteorological and Earth observation satellites. Through the PROFIT and SPIKE process improvement projects, we have been cooperating with Kongsberg Spacetec in an improvement initiative. The overall goal is to improve the precision of estimations by reusing experiences from earlier projects.

In order to increase experience sharing in the company, we first performed interviews, then several Post Mortem Analyses [3]. Finally, we designed a simple knowledge repository. We will first discuss the “lessons learned” from interviews and Post Mortem Analysis, and then we present the design of the knowledge repository and discuss its success.

But first, let us explain the motivation for using Post Mortem Analysis (PMA). We used PMA as part of the company’s project wrap-up process. The loose form and simple concept is one of the strengths of this method. It gives the company a method that is flexible, easy to learn and apply, while containing a minimum of formalities. In this way everybody in the organisation can participate and not just as information providers. This is crucial in order to support the Total Quality Management philosophy - that quality and quality improvement is everybody’s responsibility; it is not the domain of the quality assurance department alone.

2 Data Collection and Discussion of Results

As part of the improvement work at Spacetec, we conducted interviews with three persons in the company. The focus of these interviews was on identification of important estimation problems. The three persons were a technical manager (TM), a project manager (PM), and a person from the company’s marketing department (Market).

Even though each category has its own worries, some issues were shared by several categories, e.g. scope creep, personnel allocation, software reuse and the use of bid-to-win estimates – see fig. 1. When asked about possible improvements they focused on reuse of previous experience and an open discussion on why estimates fail. As a result of these results, we decided to perform post mortem analyses (PMAs) on three already finished projects.

We organised three PMAs in the company, where the goal was to collect experiences related to project estimation. As can be seen from the table below and the diagram in Fig 1, some of the experiences collected were also related to other types of problems – e.g. code reviews.

The output from a PMA is a description of the problems in that particular project. Thus, the results show considerable variation. No issue is common for all three projects and the only issues that are common for two projects are problems related to the requirements, personnel allocation and detailed design.

The data shown in Fig. 1 can be organised into three groups of issues – administrative issues, development issues and issues common to development and administration. The KJ process (after Japanese ethnologist Jiro Kawakita) which collects and structures data from a group of people is only the first step in collecting experiences in a PMA. The KJ looks at what happened – not at why it happened and not on what we can do about it. This is, however, what we need to know if we want to translate the results from the KJ into reusable experience. For the PMA, this step is taken care of by the root cause analyses, which is documented by using Ishikawa diagrams.
Tab. 1. Issues raised during the PMAs

<table>
<thead>
<tr>
<th>Issues raised</th>
<th>PMA1</th>
<th>PMA2</th>
<th>PMA3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirements related problems – e.g. scope creep</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Personnel allocation</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Problems related to detailed design</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Software reuse</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bid to win</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project start-up phase</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Problems related to testing</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Problems due to time pressure</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Missing or bad code reviews</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Unnecessary, time consuming meeting</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Problems related to system’s integration</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Most of the results of the root cause analysis for our company turned out to be experiences such as “If we work more on the requirements before the project starts, we will get less requirement changes later”. Only a few were concrete, like “We need a new template for activity X” or “Check that job Y is done”.

When we consider the large variety in issues raised, there are some important conclusions that can be drawn:

- Each project is in some sense unique both in what should be developed and in the experiences that can be harvested.
- Over time, our methods and the environment will change. Collecting experience must therefore be a continuous activity.
- Given the variety of results, it is important that all roles in a company are given the opportunity to contribute their experiences.
- Making experience available for reuse is not something that will just happen. We need to have a separate activity where the experiences are collected, organised and made available for reuse.
Fig. 1. Where was each problem identified?

The KJ circle contains lessons learned from the Post Mortem Analysis, the PM, TM, and Market issues were found in interviews with a Project Manager, Technical Manager and one person from the Market department.

Since the PMAs were done without management participation, we will consider these results to be the voice of the developers. The items not mentioned by the developers are mostly concerned with project management, such as:

- Gold plating
- Estimators do not want to discuss their estimates, for instance the assumptions made
- Testing and project management are underestimated
- Incomplete feedback from developers on task status

The developers and management – inclusive market - seem to have rather different views on the estimation problem.

- Developers – why don’t we meet the current estimate? The estimate is considered to be a fixed value.
- Management – why did we make the wrong estimate? The focus is on the underlying assumptions and status control.

Both of these views are important and help us to highlight the dual problem of project cost estimation – getting a reasonable estimate and keeping the project under control in order to keep within this estimate. It also highlights the fact that when the assumptions are no longer valid, neither is the cost estimate.

3 PMA – the company on its own

After the researchers had conducted three PMAs, the company decided to perform PMAs themselves. So far, they have done one PMA on a project that lasted for nine months, and required approximately
4,000 person-hours of work.

The following positive experience was found from this project: The participants learned about a new domain, there was a good working environment in the group, the customer was satisfied and the project was in general carried out well. Negative experience was the large workload, lack of knowledge of the product and the customer, poor pre-contract preparation and also poor status control during the project.

In addition to identifying these positive and negative experiences, the company also did a root-cause analysis, and found corrective measures for some of the main causes. For example, one of the causes of the “large workload” was found to be “lacking design/analysis”, and corrective actions were defined as “better separation between pure deliverance and design projects”, “use more time for design and analysis”, and “do work estimations more often”. Some of these problems were also identified in the previous PMA – e.g. poor status control and the need for re-estimation when the underlying assumptions are no longer valid. This illustrates two things:

- Management experience should be included in the experiences from a project.
- If the repository is not in place, we will end up doing the same mistakes and collecting the same information again and again, without getting any process improvement.

### 4 Learning by Experience – Designing a Knowledge Repository

Spacetec’s goal was that “all relevant, reusable experience should be retrievable for projects in the simplest possible way, which is best done through a knowledge repository available on the company Intranet”. The company Intranet already had a project web containing an overview of all projects that are running and completed (including a project” cover page” with key information about the project). Further, the Intranet contained web pages with the quality system, acronym lists, maintenance documentation, a “frequently asked questions” about executive work, and also mailing lists for projects and a searchable repository of project mail.”

In order to design a knowledge repository, we gathered five managers and developers in a workshop consisting of four parts:

1. Finding types of experience that will be useful in a repository on a long-term basis. We used the KJ technique described in [3].
2. Finding experience that is useful on a short-term basis, again using the KJ technique. We also brainstormed to identify factors that make experience from one project relevant for other projects.
3. Designing the user interface – a group exercise used to design possible user interfaces for the knowledge repository.
4. Brainstorm on how to gather the information – based on the experience that will be useful and the design for the user interface.

The conclusion of the workshop was that the repository should have:

- A front page with the possibility to search for software projects, grouped according to project type.
- Hits should be shown with descriptions, project number, and keywords for the project. This page should also contain links to acronyms that are used.
- A detailed display of each project should contain a short description, a project summary with start and stop information, number of participants and price, a link to the project web, a statement of work, project management plan, final report, results from post-mortem reviews, and the project cover.

Based on these requirements, a prototype mock up knowledge repository was created, and tested on the workshop participants. This test clarified some of the requirements for the knowledge repository. The further development of the repository was to be done by the person in the company who was responsible for the company Intranet.
Fig. 2. A prototype mock up of the knowledge repository – where you can search for projects containing "communication", "databases", "cryptography" or "processing", after project type or project size.

The mock-up contains an interface for search for projects where you can select search for projects that contain communication, databases, cryptography, processing, product release, development project, studies, projects larger than 1 million NOK, projects lasting more than a year, with more than five developers, completed last year.

The knowledge repository has not yet been implemented fully, even though it is now eighteen months since we organised the workshop. The company assigned a person to implement the knowledge repository, who has been overloaded with other work in the company, and says that this is the reason why it has taken such a long time. However, we do not think implementing the knowledge repository as we designed it would require many man-hours of work for someone who is used to designing Intranet solutions. It might be that the repository has not been implemented because there has not been a sufficient demand from management or from the main users. It might also have been that the development would have been done faster if the person responsible for developing the repository had been more involved in the design, and also in the improvement project in the company.

Another option is to get someone from outside the company to develop the repository. We did not see this as a good solution, because we think the maintenance competence should be kept within the company. Also, we have found [4] that these kinds of tools require a "champion" within the company to promote the usage of it — that would not be present if it was delivered form elsewhere.

There is, however, a possibility that the knowledge repository will be implemented as a part of another improvement initiative. The company is working on documenting the main existing processes, and making process descriptions available in a process guide on the Intranet. A knowledge repository is then seen as an ideal way to communicate additional feedback that are relevant to process descriptions, but are not suggestions for changes of the description. That is, material that gives users a more detailed understanding of certain processes. This work is still ongoing.
5 Some conclusions

From performing interviews, PMAs and designing a simple knowledge repository in the satellite software company, we have learned that:

- It was a good idea to "kick start" experience sharing with PMAs, which meant that the company did not have to wait for the knowledge repository implementation.

- Running PMAs without any form of experience repository – supported by a computer or not – will remove some of the advantages with PMAs.

- The company has involved many people in designing the knowledge repository, which shows that the company is focusing on experience transfer (something people in the company have requested).

- The implementation of the knowledge repository depended on a person that was ad-hoc-allocated to the project after initiation. We should have clarified that the implementation job had got resources before initiating the knowledge repository project.

- We still hope that the knowledge repository is implemented, and recent work on documenting processes in an Intranet-based process guide gives the company a new opportunity to do so.
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1 A Composite of Processes in NOVE-IT

1.1 NOVE-IT Programme Overview

The goal of the 150 million € project NOVE-IT [NIT] of the Swiss Federal Strategy Unit for Information Technology (FSUIT) is to standardise the provision of IT services across the 7 departments of the Swiss central government over approximately 5 years. A process model for IT procurement, operation, and service provision (also called NOVE-IT) was developed in the first phases of the project. The defined processes are being implemented by more than 70 governmental agencies of the Swiss Federal Government.

This IT process model serves as a framework of guidelines for the homogenous but decentralized implementation and the provision of standardized tools. The process documentation is structured uniformly and simply. It is typically produced using normal office tools and published in the Intranet using a Lotus Notes application. Experiences gained so far show that the cultural change from working in a functional way to process-orientation is the most difficult challenge of the programme.

Through long years the Swiss Federal Government had become a traditional, strongly functional and hierarchical organisation. The management culture was shaped by federalism and a relatively high independence of departments and organisational units. Working together in the sense of a united enterprise named “government” is still uncommon. Process responsibility across organisational borders is new and unfamiliar. The performance of process assessments therefore has to overcome big resistances. Experience shows that without the assignment and reporting attached to the top-level management it is not possible to introduce and assess new processes successfully on an enterprise-wide scale.

1.2 Process Comprehension and Modelling

Process concepts and the process methodology have been developed during the programme NOVE-IT in a pragmatic way. The following concepts and best practices have formed the methodology used in NOVE-IT:

- Osterloh's [OSTR00] process concepts provided a common understanding in the beginning. Osterloh's “Triage” idea was used to formulate “scenarios” in several processes.
- Process responsibility was defined following Becker [BCK02] and Schmelzer [SCHM01] and by applying the expert knowledge of external consultants working in the NOVE-IT programme.
- The IT process Model of IBM [ITPM] was used as the main reference model for the infrastructure and support processes. Principles and best practices from the IT Infrastructure Library [ITIL] had an influence on the service management processes.
- An off-the-shelf Lotus Notes application was used and slightly modified for the process documentation.

For the modelling of the processes, common office tools of the government were used from the beginning. The process groups worked simultaneously on the definitions of their processes, reconciling their results via e-mail. This resulted in a rapid growth of the documents and their versions which proved difficult to control. Improvements were realised by using the Lotus Notes application for the management of the process documentation.

To verify the consistency of the process interfaces, a process model (base model) in IDEFØ-Notation [IDEF] was developed in addition to the process definition using standard Office tools. This base model is available to interested parties, however it is only used to ensure consistency.
1.3 Process Map

Figure 1: Process Map and visual comparison with ITIL

IT service consumption and IT service provision in the Swiss Government are defined through 9 IT processes (see Figure 1 and Figure 6 (detailed)). They link customers (service consumers), internal service providers and external suppliers into common activity chains. The performance of the core processes (P05, P06, P07) creates the added value for the service provider. The support processes (P02, P03, P09) are necessary to execute the core processes. The management processes (P01, P04, P08) define guidelines, co-ordinate and secure the process and product quality. The service flows in bold (see Figure 6) are the most important ones from the point of view of the service consumer.

A coarse comparison of the NOVE-IT processes with the current version of the IT Infrastructure Library (ITIL) shows the following differences and similarities (see Figure 1 for the common process areas):

- The NOVE-IT processes are broader in scope than those described by ITIL, e.g. in the areas of strategic planning (including architecture development and standardisation), financial management, and acquisition which are covered by specific NOVE-IT processes.
- ITIL contains only a few clearly defined roles compared to approximately 50 roles in NOVE-IT. Role definitions are a mandatory part of every process definition in NOVE-IT, whereas they are not consistently defined throughout ITIL.
- In some areas ITIL shows detailed task sequences in the form of best practices (e.g. change management), while in other areas it just provides general concepts and guidance (e.g. service level management). NOVE-IT has a documentation structure where task sequences (here called activity lists) consistently appear at level 2 through all processes (see also Figure 2: Structure of Process Documentation).
- The ITIL processes have not been taken over 1:1 but have only been used as a reference for activities and work products. NOVE-IT processes are defined as end-to-end (from producer to consumer) processes, whereas ITIL processes are defined as a network of functional areas.
The NOVE-IT processes have reached the status of a systematic framework [BCK02] in the Swiss Federal administration, which manages the provision of process instruments and the continuous improvement of the processes. The work of the special interest group “IT Process Improvement Network” [ITPIN] of the SwissICT (the Swiss association of IT and telecommunication) has since then lead to the creation of a similarly structured IT process map. ITPIN states as its mission “to advance to a centre of competency of reference in the areas of assessment, design, implementation and improvement of IT processes”.

1.4 Process Documentation

The documentation of the IT processes is stored in a Lotus Notes application that is accessible to all users on the Intranet as a “process portal”. From the main page, there are links to the homepages of all processes, each structured in the same way and giving a direct access to all relevant process documents.

The process documentation is structured into several logical levels. A normative process core – spanning all departments – is separated from the rest of the documents. The processes are defined at a sufficiently high level so that they apply to all organisations within all federal departments; the documentation of the organisational management system is not included in the processes.

Levels 0 and 1 comprise the process design and definition, which may include the process description, a graphical diagram (one per process and sub process), role descriptions, and process measurements.

The activity lists of level 2 form the execution-oriented part of the process documentation. They serve as simple and easily understandable descriptions of sequences of actions. They define what each principal role has to do to produce the requested result.

Level 3 defines the “How” and is focussed on the details of software solutions and process instruments implemented locally. Therefore, level 3 is available in the central documentation only in small parts, mainly represented through forms and service procedures.

Figure 2: Structure of Process Documentation
1.5 Continuous Process Management

Based on experiences, new requirements or proposals, the processes are continuously improved following the process "Process Maintenance" (P08). P08 comprises of measurements, evaluations and continuous process improvement by the process responsible.

Responsibility on the federal level for each process is assigned to a so-called “process group” with the process responsible from all departments. Each department appoints a process responsible per process. A process committee insures inter-process co-ordination.

Improvement suggestions are assessed by the process group, implemented in the process definition and released for departmental introduction in no more than two releases per year. This guarantees a useable balance between stability and change.

The process responsible bear the responsibility for the correct usage and improvement of the processes. Line management is responsible for the process performance of their employees and supports the process responsible in the process improvement. Critical success factors for the continuous process management are:

- A good collaboration between the process and line organisations
- Regular feedback through internal and external process assessments

2 Types of Audits and Assessments

Several types of assessments, reviews and audits are performed either as part of NOVE-IT or as part of other organisational activities. To gain acceptance from the organisation they have to complement the existing audits and reviews.

2.1 Audits and Reviews

Audits of financial statements are a longstanding part of the organisational culture. External audits and management reviews are less common. Figure 3 compares the 3 methods.

2.1.1 Internal Audit

Internal audits have their traditional roots in the examination of financial accounts. The bodies in charge have extended their original scope of their investigations into checks of the cost effectiveness and other evaluations. For IT audits the internationally recognized COBIT reference model [COBIT] is used.

2.1.2 External Audit

External audits are also known as third party audits. They provide evidence about the fulfilment of requirements. Well-known examples are the certification of organisational units according to ISO 9000 or ISO 14000.

2.1.3 Management Review

Management reviews stem from the idea of TQM. They are also required by ISO 9001:2000. Management reviews are part of the management culture of those organisational units that commit themselves to excellence following the EFQM [EFQM] model or who have certified their management system according to ISO 9000:2000.
2.2 Process Assessments

Process assessments are a part of the NOVE-IT process P08 "Process Management". For all assessments detailed procedures have been elaborated. Figure 4 compares the 3 assessment types.

2.2.1 Individual Process Assessment

Individual process assessments (IPAs) provide a means for the line manager to discuss the processes and possible improvements in an open meeting with each employee. IPAs must be clearly separated from employee performance reviews.

2.2.2 Periodic Process Assessment

With the periodic process assessment, the maturity of the process is derived in a structured self-assessment by the process responsibles. The result of the evaluation is a quantitative measurement of process maturity. Through direct involvement of an executive manager, decisions on improvement plans can be made as part of the assessment.

2.2.3 External Process Assessment

The performance of process assessments by external parties is a key part of the strategy of independent quality assurance that has been established for the realisation phase of the NOVE-IT project. SPICE-like assessments are used as an external means of evaluating both the NOVE-IT processes themselves (as defined in the NOVE-IT process model and supported by various templates and tools) as well as their degree of implementation in the assessed organisational units. The main focus of the assessments is on capability determination. The results however will later on be taken as input into the continuous process improvement cycle that is defined in the NOVE-IT process P08, Process management.
<table>
<thead>
<tr>
<th>Rating Model</th>
<th>Individual Process Assessment</th>
<th>Periodic Process Assessment</th>
<th>External Process Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Open checklist</td>
<td>Checklists, criteria</td>
<td>ISO TR15504, NOVE-IT process model</td>
</tr>
<tr>
<td></td>
<td></td>
<td>catalogue, process</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>index</td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>Approx. 1h</td>
<td>½ day</td>
<td>3-5 days, 8-10 group</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>interviews</td>
</tr>
<tr>
<td>Methods</td>
<td>Interview</td>
<td>Structured self-</td>
<td>Assessment method</td>
</tr>
<tr>
<td></td>
<td></td>
<td>assessment (review)</td>
<td>(group interviews)</td>
</tr>
<tr>
<td>Roles</td>
<td>Line manager, individual</td>
<td>Process owner, executive</td>
<td>Assessor team (internal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>management, process</td>
<td>or external), process</td>
</tr>
<tr>
<td></td>
<td></td>
<td>team members</td>
<td>users</td>
</tr>
<tr>
<td>Results</td>
<td>Improvement proposals</td>
<td>Index, measures</td>
<td>Capability level, report</td>
</tr>
<tr>
<td>Objective</td>
<td>Process improvement</td>
<td>Continuous improvement,</td>
<td>Cultural change, deter-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>fulfilment of middle</td>
<td>mination process maturity,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>term objectives, process</td>
<td>process improvement</td>
</tr>
<tr>
<td></td>
<td></td>
<td>maturity</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4: Assessment types**

### 2.2.4 Assessment method

During the preparation of the first assessments a custom assessment model was derived from the NOVE-IT process model. The model adopts the structure of the exemplar model in ISO 15504, for example regarding the dimensions of the model, its elements and indicators. It consists of a two-dimensional system of processes and ratings.

The process dimension was taken over more or less unchanged from the NOVE-IT process model. Processes and sub-processes become the main elements of this dimension. Indicators are formed as the equivalent of base practices and work products from similar parts of the NOVE-IT process model. Interfaces between the processes in NOVE-IT for example could be used in many cases to represent work products; sub-sub-processes, lower level activity steps or groups of steps formed the base practices.

The capability dimension was taken over from ISO 15504 unchanged. The model therefore has the capability levels 0 to 5 with the 9 attributes as defined in ISO 15504.

NOVE-IT assessments follow the seven classic steps of Initiation, Planning, Briefing, Data Collection, Process Rating and Reporting. Objective evidence of process performance and capability is collected through interviews with organisational staff and the examination of project documents.

Although originally the project planned to establish the NOVE-IT assessments as compliant with ISO 15504, the complex relationship between the NOVE-IT processes and the ISO 15504 processes in Part Two made establishing an algorithm for converting ratings difficult and time-consuming. As formal conformity as specified in ISO 15504 is not a primary requirement for the project, it was decided to abandon this effort. Therefore although clearly the NOVE-IT assessment method follows the requirements of ISO 15504 "in spirit", no formal proof of conformity was established for the assessment model.

### 2.2.5 Assessment performance

The performance of external process assessments has proved difficult, because, among other reasons, the effort needed to perform the full evaluation can be high, both on the side of the organisational unit assessed and for the assessment team. Approximately 25 to 30 assessor days per process have been reported in NOVE-IT. The external process assessments can therefore not be used to
evaluate the full extent of all processes in all departments in the Swiss Government; instead, external process assessments are mainly used in focussed areas for an in-depth analysis of specifically chosen parts of processes and organisational units.

The large amount of effort required for NOVE-IT assessments may seem surprising at first glance, particularly in comparison with other published results. For example, in a series of ISO 15504 conformant assessments of space software suppliers sponsored by the European Space Agency, an average effort of 4.5 person-days per process has been reported [ESA]. However it must be stressed that these assessments were of individual software development projects. In NOVE-IT, the processes describe organisational activities that in most cases are not project-based. A larger number of interviews with different process roles are necessary to collect sufficient evidence for judging the process performance and capability of an organisation. Also the granularity of what NOVE-IT calls a “process” is 3 to 10 times larger than the typical SPiCE process. NOVE-IT covers a broader area of activities with 9 processes compared to SPiCE with its 40 processes. META Group came to the conclusion that the efforts for NOVE-IT assessments meet or even undercut their benchmark data [ISB-SPICE].

2.3 Benefits and Cost Effectiveness of Process Assessments

The feedback from assessed organisations regarding the benefits and cost effectiveness of external process assessments therefore is mixed. It is however sure that without comparable and standardized assessments the status of implemented processes is not objectively measurable. The performance of assessments that openly evaluate and rate existing processes is a new element in the organisational culture. The effort in relation to the benefits has been specifically analyzed for external process assessments. The FSUIT commissioned the consultancy META Group to conduct a study comparing the experiences of performed NOVE-IT external assessments with benchmark data from other organisations [ISB-SPICE]. The results of this study can be summarized as follows:

- The basic requirements of the FSUIT are fulfilled through a transparent and pragmatic utilization of the standard ISO/IEC TR 15504 (SPiCE).
- The cost-value ratio of IT process assessments is directly defined through the productivity gain reached. There are examples in the IT area where substantial yearly increases in productivity have been reported.
- First-time assessments produce higher costs, however costs can be cut down on follow-up assessments through several measures. Proposals include the build-up of internal assessor know-how and the use of mixed assessment teams.
- The study proposes an evaluation over the full area of all NOVE-IT processes based on a simplified evaluation model. The “Process Assessment Light” has been developed specifically for this task. This first evaluation shall then be followed over a period of 1 to 4 years by follow-up external process assessments.

3 Process Assessment Light (PAL)

3.1 Purpose

The NOVE-IT programme management needs an overview of the current state of all processes as they have been implemented locally in all departments of the Swiss Government. To provide a means that allows for efficient full-scale coverage, the so-called “Process Assessment Light” or PAL has been developed. The PAL consists of two parts:

- A tool, an MS EXCEL-based questionnaire
- A procedure that defines how the PAL is performed
The “Process Assessment Light” is based on this assessment model of the external process assessment. However to make for a quicker evaluation and to keep the effort needed on both the side of the assessment team and the assessed organisation low, the “Process Assessment Light” focuses on the requirements of Capability Level 1 of the assessment model, the process performance as evidenced by its executed base practices and the created work products. In addition to that, the existence of the primary roles as required in the NOVE-IT process model is evaluated. Roles must be allocated to persons who have the necessary skills and time to perform their tasks. In this aspect, the PAL also evaluates practices associated with Capability Level 3 of ISO 15504. Because of the way NOVE-IT processes are defined, there are also some aspects of planning and measurement, which are checked with the PAL.

Some NOVE-IT processes also define so-called scenarios, paths through the process that are typical or that define variants of how the specific process may be instantiated. The existence and use of the scenarios in these cases is also part of the evaluation with a “Process Assessment Light”.

### 3.2 PAL Forms

The “Process Assessment Light” is based on forms that help the assessment team during the evaluation. For each of the 9 NOVE-IT processes a form consisting of several pages has been developed. The forms are implemented in MS Excel that helps to perform some necessary calculations and allows for an electronic delivery of all questions to the assessed organisation before the assessment, as well as the results collected in the evaluation meeting. Detailed information regarding the facts that are evaluated (e.g. a specific work product) is available in tool tips that appear automatically if the mouse is moved over the question. Answers typically are given using the scale as defined in ISO 15504:

- Not achieved (0 – 15%)
- Partially achieved (16 – 50%)
- Largely achieved (51 – 85%)
- Fully achieved (86 – 100%)

The forms have the following structure:

- The front page contains a summary of the information collected for all sub-processes; it also contains information about the conduct of the evaluation meeting (participants, date etc.). The front page also allows tailoring of the rest of the questionnaire. If specific sub-processes will not be evaluated this is noted on the front page, in which case the pages for these sub-processes will automatically become hidden.
- One page for the process itself contains questions regarding
  - Roles
  - Process instruments
  - Sub-processes or scenarios
  - Interfaces (input and output work products)
- Each scenario or sub-process is evaluated on a separate page. Scenarios are evaluated for the performance of the specified chain of base activities for each scenario
- Sub-processes are evaluated on the level of base activities
- At the end of the questionnaire a special page gives all participants the possibility to collect problems found and remarks, both regarding the process and the PAL.

Whenever the questionnaire asks for work products, the tool allows one to provide a rating in the usual NPLF scale, and it also allows the assessment team to specify if individual examples of a specific work product have been seen.
To standardize the process of performing a "Process Assessment Light" a PAL procedure was defined. Key points of this procedure are:

- The PAL is performed as a guided self-assessment with a duration of approximately 2 hours per process.
- Several key points for the planning of a PAL are specified.
- The performance of the PAL requires several roles with identified responsibilities. Some of the roles come from the process assessed. The procedure also defines the role of a moderator who is guiding the interview session so that it follows the rules set up for the performance of the PAL. The moderator will also help to provide a uniform interpretation of the evaluation questions and the ratings.
- It is defined how and where the results of a PAL are used.

3.4 Experiences and Benefits

Both the PAL questionnaires and the procedure are available and used for the full evaluation of all processes in all departments of the Federal Government conducted in September 2003. A first trial
has been conducted in June, where the results of a normal External Process Assessment (EPA) were compared to the results of a Process Assessment Light (PAL) for the same process within the same department. The ratings therefore should have been identical for those levels of the scale that are covered by both types of assessments. However the two types of assessments rated several sub-processes differently. When there were differences, most often the PAL gave a rating that was higher than the full assessment, however in some cases the opposite resulted. One possible reason that explains a lot of the differences is that the information that is acquired in a PAL is not directly collected at the source as was the case for the EPA assessment; for the sake of limiting the effort, the PAL refrains from questioning multiple individual roles but collects the information from the person responsible for the process. This person of course has a good theoretical understanding of the process itself, but may be somewhat detached from the actual daily execution of it.

It became clear during the first PALs that it is difficult to focus the rating on the existence of the process for a whole organisation and separate this from rating the quality of the process execution. In addition it has been found that the rating for a whole organisational unit tends to be too high. The aggregation of individual results from areas where a process has been only partially implemented gives the impression that evidence for every aspect of the process has been found, even if only fragments of the process may exist in each implementation of it.

Although the above-mentioned problems exist, the main benefit that is expected from the PAL is the full overview of the level of implementation of all processes across all departments of the Federal Government. The PAL will be the means to collect the basic information about the current status, which can then be used for several purposes like

- To encourage the discussion between line management and process owners about processes and process interdependencies
- To clarify the current implementation status by department
- To find possible barriers that block specific parts of the process model from being implemented
- To find and define critical areas that will be examined in more detail using the standard external assessment.

### 4 Conclusions

The NOVE-IT project uses a variety of methods to evaluate the implementation of the NOVE-IT process model in the Swiss Federal Government. SPICE-like external process assessments provide much information but are too time-consuming for regular monitoring. A form-based procedure, the Process Assessment Light, has been developed to provide a full overview of the level of implementation of all processes across all departments of the Federal Government, however without completely replacing the full external assessment of a process in the accuracy of the results provided. The Process Assessment Light has been used for the first time in September 2003.
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Abstract
One of the challenges in requirements engineering is the ability to improve the process and establish one that is “good-enough”. The objective of this paper is to present a lightweight approach to identify process improvement issues. The approach is developed to capture both the views of different stakeholders and different sources of information. An industrial investigation from a small company is presented. In the investigation both projects and the line organization have been interviewed and documentation from them has been studied to capture key issues for improvement. The issues identified from one source are checked against other sources. The dependencies between the issues have been studied. In total nine issues for improvement of the requirements engineering work at the company were identified. It is concluded that the approach is effective in capturing issues, and that the approach helps different stakeholders to get their view represented in the process improvement work.
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1 Introduction

The area of requirements engineering (RE) is often underestimated in value in the area of software engineering, in spite of the fact that requirements problems are the largest cause in project failure. [1, 2].

This paper presents an investigation conducted in industry aimed at introducing a way to identify RE improvement issues in small and medium sized enterprises (SME) [3]. The lightweight approach presented uses data point triangulation [4] as a means to identify possible improvement issues. The data points consist of two major parts, i.e. a line study, and a project study. This is depicted in Figure 1. The project study is comprised of three exploratory case studies [4], and each case study is in turn comprised of project specific interviews and documentation (see section 3.2.).

The line study is comprised of line interviews and documentation (see section 3.3.). The main objective of the investigation was to ascertain state-of-practice at Danaher Motion Särö (DHR) (see section 2.) and to identify improvement points in their RE process. There are approaches for RE process improvement targeted at e.g. SME. Sommerville and Sawyer [5] for instance present a series of guidelines as well as a guide for process improvement as a product of the REAIMS project [6]. The PERE (Process Evaluation in Requirements Engineering) method used for analysis of the requirements engineering process from two different viewpoints in REAIMS is basically a systematic approach to understanding processes, and a human factors analysis of the process. The lightweight approach presented in this paper uses data point triangulation with four main data sources (see section 3.1). In addition to this the emphasis of the approach presented in this paper is on fast and fairly low-cost evaluation.

In addition to RE specific improvement strategies there are some more general, targeted at quality assurance in software projects, such as The TickIT Guide (ISO 9001:2000) [7]. These process improvement and quality assurance approaches do not offer any lightweight identification of how to establish what needs to be improved in an RE process, i.e. how to identify improvement issues.

The main objectives (contributions) of the paper is to present (i) the lightweight triangulation approach used for the identification of the improvement issues (presented in section 3), (ii) the improvement points identified and triangulated (presented in section 4), and (iii) the dependencies between the improvement points (also presented in section 4). In addition to this there is an overview of state-of-the-art in relation to each improvement point (see section 5). Section 6 contains the conclusions drawn in the paper.

2 Investigation Context

Danaher Motion Särö develops and sells software and hardware equipment for navigation, control, fleet management and service for Automated Guided Vehicle (AGV) systems. More than 50 AGV system suppliers worldwide are using DHR technologies and know-how together with their own products in effective transport and logistic solutions to various markets worldwide. The headquarters and R & D Centre is located in Särö, south of Gothenburg, Sweden. DHR has approximately 100 employees.

DHR is certified according to SS-EN ISO 9001:1994, but is uncertified according to CMM and CMMI.

DHR has a wide product portfolio, as the ability to offer partners and customers a wide selection of general variants of hardware and supporting software is regarded as important. Tailoring and especially lighter customer adaptation often follows the procurement and subsequent installation of a sys
tem. This in addition to development of new software and hardware makes it a necessity to plan, execute and manage a wide range of projects.

Requirements are one factor that binds all of the projects together. It is not necessarily so that requirements breach project boundaries (although this is known to happen) but rather that most projects involve elicitation, analysis and negotiation, management and documentation of requirements. In addition to this the stakeholders (or groups of stakeholders) are at least as divergent and diversified as the projects themselves. Requirements from general sources like the market have to be taken into consideration as well as the ones from industry-partners, end-customers and internal sources such as developers and management. All of these factors contribute to a need for an RE process that is good enough (at present) and has the potential to meet growing demands and complexity (in the future). The ability to prepare for the future, and improve current practices, is the underlying motivator for the work conducted in the partnership between DHR and Blekinge Institute of Technology.

The first step in this partnership was to map the RE process at DHR (establish a baseline), and to determine what the main improvements issues were.

3 Investigation Design

In this section the overall design of our multi method investigation is described, how the data was elicited for each data source (project study and line study), compiled and analyzed. A validity evaluation is also presented below.

3.1 Multi Method

By looking at several data sources instead of relying on a single one, e.g. solely a case study, a higher level of validity can be achieved [8]. Below four major data sources are described, (A) data from the case study interviews, (B) data from project documentation, (C) data from line interviews, and (D) data gathered from line documentation. (A) and (B) together comprise the project study, i.e. interviews and project documentation from three specific projects (see section 3.2.). (C) and (D) are interviews and documentation from the line, and together comprise the line study. The idea is not to use all of the data sources solely for the purpose of getting more data, but rather to have a confirmation (validation) of the individual issues identified. This is achieved through triangulation, illustrated in Figure 2.

In addition to getting project specific data (A) and (B), data is elicited from the line (C) and (D), i.e. the development support and production parts of the organization (see section 3.3.).

When conducting the triangulation two leading data sources were selected, namely the interviews (A) conducted in the case studies and the interviews conducted in the line study (C). The reason for selecting leading data sources was the need for points of reference that could be compared (triangulated). If no leading source was selected every single potential data point had to be considered and triangulated. This would have been possible but very time and resource consuming, and the final improvement issues identified would be the same.
It was however not a foregone conclusion that specifically the interviews were to be chosen as the leading data sources. The main reason for the decision was the fact that the interviews reflected the views of the project and line team members. In addition to this a piece of documentation (whether it was from the project study or the line study) was primarily used for confirmation of the issues identified during the interviews. If the documentation was used for the identification of issues themselves all things not present in the documents could be considered potential issues. This became a problem if the contents of the documents were compared to state-of-the-art, in which case the absence of things in DHR’s documentation could yield any number of issues depending on what sources in state-of-the-art were used for comparison. The idea was not to identify all things not performed and turn each these in to an issue (basically getting a maximum sized RE process), but rather to identify what needed to be changed/added to DHR’s RE process based on their own perception and experiences.

Three other reasons existed for making the interviews the leading data source. The case study interviews were the source of pre-verified quantitative data (the pre-verification is described in section 3.2.1.), the case studies were the source of the most up-to-date data (three current projects were studied), and last the case studies yielded the lion share of the total data collected.

3.2 Project Study (Case Study) Design

In order to get an overview of the RE process no single case could be studied that was representative for most of the projects conducted at DHR, rather a block of projects had to be identified [9]. Several projects had to be considered and three were finally chosen. The main criteria were getting a cross-section of typical projects conducted, and to get a wide representation of the developers and managers involved in the projects, i.e. avoid asking the same people questions about different projects. Company representatives with an overview of DHR’s domain, project portfolio and current practices picked three projects. The projects chosen were of three types:

- **Project Alpha** Externally initiated software development project aimed at an end customer. Basically an addition of customer specific features to an existing piece of software.
- **Project Beta** Externally initiated software development project aimed at an industry partner. Basically development of a new service tool to be used by an industrial partner in their work with end-customers.
- **Project Gamma** Internally initiated software and hardware project aimed at updating a certain central product. Basically a generational shift to newer technology for mainly production aspects.

The division of the projects can be seen as two steps, first there is the obvious distinction between the projects from the point of what sort of product they yield, bespoke (alpha and beta) or generic (gamma). As described by Sommerville [10] bespoke products are aimed at specific customers and the projects are initiated by external sources, generic products however are rather aimed at a market and initiated internally by the producer. Second there was a need for a further granulation of the “bespoke project type”. This is due to the fact that project alpha was aimed at an end-customer, while beta was aimed at an industrial partner. The preconditions of a partner project differ from that of an end-customer. Industrial partners often have more domain specific and technical knowledge.

Subsequent to project division and selection, interviews were booked with representatives for all roles in the projects at hand. Four major roles were identified that were typical for all of the projects in question, **Orderer**, **Project Manager**, **System Engineer** and **Developer**. These official roles can briefly be described in the following manner:

1. The **Orderer** has the task of being the internal owner of a certain project, i.e. has the customer role and if applicable the official contact with an external customer and/or partner. This party is responsible for the official signing-off when it comes to the requirements, i.e. he places an order.
2. The **Project Manager** has the traditional role of managing the project, resources, planning and follow-up. As far as requirements are concerned the Project Manager is responsible for that the requirements engineering is performed, the requirements specification is written and signed off by the System Engineer.
3. The **System Engineer** is the technical responsible for a project. It is also important to recognize that the System Engineer has the official responsibility for the requirements specification in a project.

4. The **Developer** is a representative for the developers (e.g. programmers) in a project, the ones actually implementing the requirements. The developers use the requirements specification.

The researchers in cooperation with representatives for DHR identified these roles. In total 11 people were interviewed during the case studies, four each from projects Alpha and Gamma, but only three from project Beta. The Orderer from project Beta was not accessible at the time of the investigation.

3.2.1 Case Study Interview Questions

Semi-structured interviews [4] were used for the case studies. There were 31 questions in total, two warm-up questions where the subjects stated name, title and responsibilities etc. Following warm-up the questions were divided into four main parts, i.e. requirements elicitation, requirements analysis and negotiation, requirements management and a general part. The questions posed in the first three parts were aimed at finding out what tasks were performed in the context of RE for the project in question, who performed them, when and how. An example of such a questions could be “was there any classification of the requirements into classes, groups or types during the elicitation process”, and the follow-up questions “how and by whom was this done”, and “what were the criteria for the classification…” . The subjects were asked to elaborate on their answers, especially if the answer was a simple “no”. The intention is to get an idea of why a certain task was not performed. The structure of the questionnaire and the tasks that the questions were based upon were inspired primarily by the work of Sommerville & Sawyer [5] and Gorschek et al. [11]. The questions posed in the first three parts were of a qualitative nature.

The general part (fourth) contained three questions (from a total of four) of a quantitative nature. Each of these questions was comprised of several sub-questions, and two of them were open, i.e. up to the subject to come up with the contents and not merely answer if a certain task was performed. An example of such a question was “list three things that work best with respect to RE at you company” and the follow-up “…three things that have the best improvement potential with respect to RE…” . These open questions were beneficial from at least three aspects, i.e. the data gathered during preceding questions could substantiate the answers given here, items missed by earlier questions could be observed, and last the subjects were asked for their opinion without being led in a certain direction.

When the interviews were completed the results were compiled and the quantitative results were used as a primary source of data, and the qualitative results were used as a secondary source as well as to validate the quantitative data. Figure 3 shows the procedure, the reasoning behind this was to be able to see patterns in the quantitative data that could be substantiated (validation) and augmented by the data gathered from the qualitative part. The confirmed data was then used as one of the sources (A) in the triangulation (see Figure 2).

The subjects were given the questions on location. Each interview took about one to one and a half hours. All of the interviews were conducted over a period of five consecutive days. In addition to general information given to the subjects they were assured that all answers would be anonymous. The questionnaire used can be obtained through the authors. A digital recorder was used during the interviews in addition to the notes taken, this to enable further clarification and analysis after the fact.

3.2.2 Project Documentation

The study of documentation was a substantial part of the overall investigation. The documentation in question was of two types, first there were documents pertaining to the projects investigated in the case studies (B), and second there was line documentation (D) (see Figure 2).
Project documentation included pre-study documents, project specifications, project plans, requirements specification, subsequent follow-up documentation, budget and time reports and meeting minutes.

### 3.3 Line Study

In addition to the 11 case study interviews conducted three line interviews were performed. This was done to elicit data from three additional roles not present in any of the block projects. The roles interviewed consisted of representatives for System Test, Production and Application Developer. The descriptions of the roles below are according to the official line documentation.

- The System Test role can be described as the traditional role of application and feature test. This role is officially present during initial project meetings and is a part of the verification of the requirements specification.
- The Production role also has a presence in projects. This representation consists of verifying that the productional aspects are met, i.e. that production is taken into consideration at an early stage.
- The Application Developer role represents installation and adaptation aimed at industry partners and/or end customers. Adaptation here translates to tailoring, development of some light customer features and some support.

The interviews conducted here were unstructured [4], i.e. some directional questions were used, but for the most part informal conversation dominated. The conversational interview’s goal was to elicit data about the lines role in the RE process, the representatives opinions and experience. The structure observed during the case study interviews (see section 3.2.1) was present to a certain degree, i.e. the interviewer wanted answers to some of the same questions, but no questionnaire was formally used. The reason for using a more unstructured approach during the line interviews was due to that they were somewhat more general in nature, i.e. did not refer to a specific project. The same general information and assurance of anonymity as before was issued.

#### 3.3.1 Line Documentation

Line documentation (D) (see Figure 2) included general process descriptions, development process descriptions, process improvement strategies, documentation pertaining to roles and responsibilities, and the requirements engineering process description. Generally one could say that the line documentation was a collection of documents in which the official processes and responsibilities were specified.

### 3.4 Validity Evaluation

In this section we discuss the threats to this investigation. We base this on the discussion of validity and threats to research projects presented in Wohlin et al. [12]. One type of threats mentioned in [12] is not relevant, since the investigation is conducted in an industrial environment. The threat not considered is construct validity, which mainly is concerned with the mapping from the real world to the laboratory. The investigation presented here is however conducted in the real world. The validity threats considered are: conclusion, internal and external validity threats respectively.

#### 3.4.1 Conclusion validity

The questionnaire used for the structured interviews was validated through preliminary testing and proofreading by several independent parties, this to avoid factors like poor question wording and erroneous formulation.

Each case study interview was conducted without any break. Thus the answers were not influenced by internal discussions about the questions during e.g. coffee breaks.
The sampling technique used for the case studies, i.e. projects selected and interview subjects for every project, can pose a threat to the validity of the investigation. The projects may not be totally representative for the projects conducted at DHR, in a similar manner the interview subjects may also not be representative for the role they represent. Three things alleviate these potential threats. First the fact that three cases was studied, and this also gives us three representatives interviewed for each role identified. The exception to this is the Orderer in project B. Third is the triangulation effect, i.e. data from different data sources is used for validation.

### 3.4.2 Internal Validity

The use of a digital recorder during the interviews could be considered as a problem due to the fact that certain people may feel constrained to answer differently if an interview is recorded. This potential problem was alleviated by the guarantee of anonymity as to all information divulged during the interview, and that the recordings are only to be used by the researchers.

### 3.4.3 External Validity

The external validity is concerned with the ability to generalize the results. This is not a main threat in the investigation, since the objective is not to generalize the improvement issues to another environment. The important generalization here is whether the applied approach for identifying improvement issues is possible to apply in other environments. There is nothing in the approach that makes it tailored to the specific setting and hence the approach should be useful at other small and medium sized enterprises that would like to identify improvement issues in the requirements engineering process.

## 4 Results

### 4.1 Project Study

#### 4.1.1 Case Study Interviews (A)

Data from the case study interviews resulted in nine general improvements issues summarized in Table 1. In the first column there is a unique id for each improvement issue, the second column holds the name of each issue, and the last column houses the support number of each issue. The support number is the total number of times an issue was brought up during the interviews, i.e. issue 1 has a support number of 5, meaning that five out of eleven people interviewed brought up this issue during the open questions (see section 3.2.1.).

<table>
<thead>
<tr>
<th>Issue Id</th>
<th>Improvement Issue</th>
<th>Support number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Abstraction level &amp; Contents of requirements</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>Requirements overview in projects &amp; over project boundaries</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>Requirements prioritization</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Requirements upkeep during &amp; post project</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Requirements responsible/owner with overview of the requirements</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>Roles and responsibilities RE process</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>System test performed against requirements</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>Customer relations during RE</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>RE process/methods</td>
<td>3</td>
</tr>
</tbody>
</table>

**Table 1. Improvement issues case study.**

**Issue-1:** A central issue for improvement is how the requirements are specified, contents of each requirement and to establish a detailed enough level of description. This relates to usability and understandability of the requirements (how well a specified requirement depicts what it is intended to), and to comparability between requirements.

**Issue-2:** Requirements overview in projects and over project boundaries is an issue viewed as important. In order to facilitate this overview three main other issues have to be satisfied, i.e. Issue-1, Issue-4 and Issue-5. Figure 4 illustrates this, where the relations between the nine issues can be
viewed. Issue-2 is dependent on Issue-1, Issue-4 and Issue-5 (denoted by the arrows). The relations in Figure 4 can be several levels deep, e.g. Issue-2 is dependent on Issue-4 which in turn is dependent on Issue-5 and so on. Below only the direct relations are addressed during the description of each issue.

**Issue-3:** In order to meet the demands posed on projects by resource and time limitations, requirements should be prioritized. The level of prioritization should reflect the need on a project basis. Prerequisites for this issue are that the requirements are specified in an adequate way and at a comparable level of abstraction (Issue-1), and that there is an overview of the requirements in question (Issue-2).

**Issue-4:** The requirements (requirements specification) should be kept up-to-date during and post project. The point of keeping the requirements ‘alive’ during the project, and not discard them after a certain point in the project, was made.

**Issue-5:** There should be a person(s) responsible for the RE as a whole that has an overview of the requirements. This role should further be the owner of the requirements, i.e. be up-to-date on the requirements and have executive powers and responsibilities pertaining to change to and addition of new requirements. This issue has an obvious relation to Issue-6.

**Issue-6:** The roles and responsibilities of project members and other stakeholders, e.g. customer, should be clearly and unambiguously defined pertaining to RE.

**Issue-7:** System tests should be performed against the requirements. Prerequisites for this are that the requirements specification is kept up to date during the project (and post project in some cases) (Issue-4), and that the requirements are specified adequately and at a specified level of abstraction.

**Issue-8:** The relations and particularly the flow of information between the customer (a group name used for all executive stakeholders, i.e. stakeholders representing the customer in a formal and executive capacity [11]) and the project team vary with project. There is a general view that the information from the customer is passed through too many filters before it reaches the project team. In addition to this the customer is often not accessible (at least not directly) for elicitation and clarification purposes during a project. A prerequisite identified here for this issue is that roles and responsibilities during RE are defined (Issue-6) (see Figure 4), i.e. all persons involved in the RE process (including the customers) are stakeholders, thus they are a part of the responsibility paradigm as well as the members of a project team.

**Issue-9:** This issue refers to the view that there is a lack of a formalized and/or structured RE process, or methods supporting certain tasks performed during RE at DHR. Issue-9 is to some extent outside of the dependency diagram (see Figure 4) as far as the level of abstraction. All issues except Issue-9 can be described as more or less specific tasks to be performed or rules to be upheld, while Issue-9 rather is an ‘umbrella’ issue under which the rest can be sorted. Many of the other issues contributes to Issue-9, this is illustrated in Figure 4.

### 4.1.2 Case Study Project Documentation (B)

Looking at the project documentation in the case study projects several of the improvement issues described in section 4.1.1. are substantiated. Table 2 shows each issue (sorted by issue id), the cells in the B-column (B for triangulation point B, see Figure 2) with a ticked box denote the substantiation, and the note-column offers a short account for it. Four issues could not be directly substantiated by the project documentation, i.e. Issue-2, Issue-5, Issue-6 and Issue-8.
4.2 Line Study

4.2.1 Line Study Interviews (C)

Looking at the line interviews several of the issues described in 4.1.1. are substantiated (denoted by the ticked boxes in column C of Table 3, C standing for triangulation point C, see Figure 2). Four issues could not be directly substantiated by the line interviews, i.e. Issue-2, Issue-3, Issue-5 and Issue-8. It is important to notice that three new improvement issues are identified during the line interviews, i.e. Issue-10 to Issue-12.

**Issue-10:** There are no mechanisms or practices implemented for requirements reuse. There is reuse on the design/code/function/solution levels however.

**Issue-11:** No traceability policies are implemented for requirements. In some cases it is possible to trace requirements to the initiating party (backward-from traceability) [5, 11], and to partially trace re-

<table>
<thead>
<tr>
<th>B</th>
<th>Issue Id</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The abstraction level and contents of the requirements tend to vary. This is seen within projects, and over project boundaries, i.e. requirements are not comparable.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>No requirements prioritization is documented, and no priority grouping can be observed.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>The update of the requirements specifications (RS) varies, however no RS was ever updated after the first 50% of the project calendar-time had elapsed.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>The problems with Issue-1 and Issue-4 make system test based on requirements difficult.</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>The RE process/methods seems not to be good enough. This is based primarily on issues substantiated above, but the fact that the level of RE and the methods used varies with project, also indicates this.</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Improvement issues documentation.

<table>
<thead>
<tr>
<th>C</th>
<th>Issue Id</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Abstraction level &amp; Contents of requirements varies and may be inadequate for tasks such as system test.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Outdated req. specifications make it difficult to use the req. document.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>The roles of the interviewed as to their roles and responsibilities in RE are not clear.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>System test are seldom performed against requirements due to Issue-1 and Issue-4.</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Improvement issues line interviews.

**Issue-12:** There is no version handling of individual requirements. The requirements document itself is however updated and released with different versions.

4.2.2 Line Study Documentation (D)

Several issues identified thus far (see section 4.1.1. and 4.2.1.) were not substantiated by the line documentation, i.e. Issue-2 and Issue-4 to Issue-8. Table 4 offers an overview of this.

<table>
<thead>
<tr>
<th>D</th>
<th>Issue Id</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The template used for specifying requirements is fairly abstract, i.e. on a high level of abstraction. There are no detailed instructions and/or no detailed examples.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>No instructions/help/regulations/method description exists to aid in the prioritization of requirements.</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>see Issue-1, Issue-3</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>No policies for requirements reuse exist.</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>No policies for requirements traceability exist.</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>No policies for requirements version handling exist.</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Improvement issues line documentation.

4.3 Triangulation of Results

Table 5 offers an overview of all issues presented, and information about substantiation from the different data sources, i.e. A to D. Nine out of a total of twelve issues were substantiated by two or more data
sources (see section 3.1.), and are considered to be triangulated.

Issues 2, 5 and 8 each have a total triangulation value of one, i.e. the proof for the issues could not be distinctively identified in the project documentation (B), were not mentioned during the line interviews (C), and could not be found in the line documentation (D). Thus, these are not viewed as being triangulated.

<table>
<thead>
<tr>
<th>Issue Id</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5. Triangulation of improvement issues.

5 Relation to State-of-the-art

In this section each triangulated issue (see section 4.3.) is posted with a description of how some sources in state-of-the-art can contribute in resolving them.

Issue-1: Abstraction level & Contents of requirements. Requirements should be stated in a clear and unambiguous way. Although there are many textbooks describing how this is done many specifications are inadequate [1, 13, 5, 14]. Requirements are in addition totally dependent on the customer, i.e. the stakeholders making the demands. Here it is assumed that the elicitation process and stakeholder consulting [5, 11, 15] is not a factor, i.e. all information is available and understood by the party writing the specification. This is however seldom the case, i.e. lack of domain knowledge and miscommunication between developers and customers is often a factor influencing the quality of a requirement [16].

Natural language (NL) specifications are commonly used and there are several ways in which to approach this, spanning from the psychology behind getting the right requirements on paper [17], to how important linguistics [18] and ethnography [19] are in the context.

Formal specifications [20] are an alternative (or a complement) to NL specifications. Either way several other techniques can be used in combination with both, e.g. prototypes, scenarios, state diagrams, use cases, data-flow diagrams and so on, to validate and/or clarify a certain requirement [10, 13, 5, 14].

Issue-3: Requirements prioritization. To have a shortage of requirements is seldom a real issue, quite the opposite. This makes prioritization of the requirements a valuable tool in the initial stages of a project. There are several methods for prioritization [21, 22], one of the most well known is the Analytic Hierarchy Process or AHP for short [23]. The main issue with this method is scale-up issues, i.e. prioritizing of a lot of requirements is rather time consuming [21]. Getting the customers (or other departments) to give input, i.e. do some prioritization of their own, and show what is important to them, is an approach that could be beneficial, and combined with ones own prioritization efforts [24]. The exact method used depends on any number of factors, e.g. like amount of requirements, time devoted to prioritization and so on. The main issue here is not to recommend a prioritization method, but to recommend that a method be used.

Issue-4: Requirements upkeep during & post project. Requirements change. Making the requirements reflect these changes is crucial for several reasons. It is a prerequisite for being able to conduct tests based on the requirements (Issue-7). Furthermore in order to achieve any reuse (Issue-10) or re-prioritization of requirements this issue has to be resolved. Figure 5 illustrates an updated version (only triangulated issues) of dependencies between issues. Issue-4 is here dependent on Issue-6, i.e. that there is a clear and unambiguous definition of the roles and responsibilities pertaining to RE, this includes who should be responsible for making sure that the requirements are kept up to date.

Issue-6: Roles and responsibilities RE process. The importance of making roles and responsibilities clear is not an issue reserved for RE, but pertinent in any organization involved in software development [25]. One issue for RE is to identify the tasks to be conducted [5, 11], and then assign responsibility for them. Typically one would assume that there is one person responsible for the RE pertaining
to a certain project, this does not however necessarily imply that this individual has to perform all tasks in question. The tasks could be delegated to any number of project team members. It is important that there be no question about who should perform what tasks. The delegation and division of tasks should be documented and rooted in the project organization in the same manner as the general project model.

**Issue-7:** *System tests performed against requirements.* Requirements are typically described as what is to be delivered to a customer [5]. By performing system tests on requirements it is possible to validate if the implemented features are really based on the requirements (functional requirements) [14], and if the system complies with other requirements (non-functional requirements) [14]. Making test scenarios/cases during initial requirements engineering can also be a good way of validating the requirements themselves at an early stage [5].

**Issue-9:** *RE process/methods.* All issues are included here. There are several RE processes suggested in literature [5, 11, 14], all more or less based on similar concepts and ideas. The main question for an organization to decide is what tasks are necessary to achieve their goals.

**Issue-10:** *Requirements reuse.* Reuse is a fairly common term in software engineering and often refers to the reuse of everything from code to architectures. The reuse of requirements however is not as commonly adopted [26]. This does not mean that the potential benefits of such a reuse are less, quite the opposite actually. By reusing requirements (traceability is a prerequisite, Issue-11, see Figure 5 [27]) everything from the requirement itself to analysis, design, implemented components, test cases, scenarios, and use cases etc. can be reused [5].

**Issue-11:** *Requirements traceability.* Several types of traceability could be identified in RE [11]. Only two are mentioned here, i.e. *Backward-from traceability* denoting a link from requirement to their source in other documents or people, and *Forward-from traceability* denoting a link from requirements to the design and indirectly to the implemented components [5, 11]. The first is important for verifying what sources there are for a certain requirement [28], and the second for making reuse of more that just the requirements themselves possible. There are however several views on requirements traceability [5, 11, 29] which should be studied before a distinction about what model for traceability should be implemented in an organization.

**Issue-12:** *Requirements version handling.* This issue could effectively be sorted under the umbrella of traceability [5, 11], but is separated due to the fact that this issue was identified separately from Issue-11 during the line interviews (see section 4.2.1.). Version handling of code in classes, components etc. is widely used in software engineering. The benefits are many, the most obvious one being the ability to go back and look at/use/compare to previous versions of an item. The same is true for a requirement, i.e. version handling enables an evolutionary view. In order to obtain this some kind of version handling system must be used, e.g. as a part of a requirements handling application.

### 6 Conclusions

By conducting two separate studies, i.e. the project study and the line study, we were able to identify several improvement issues in DHR’s RE process. Using the lightweight triangulation approach nine (out of a total of twelve) improvement issues were triangulated. The result was nine tangible issues that positively identified improvements to be made in the RE process at DHR.

A good enough RE process is crucial in order for development projects to be successful, it is however also crucial to have the ability to plan for the evolvement of the process. Process improvement is however often a costly enterprise tying up valuable resources during the improvement, and subsequent indoctrination of the improved process often means that substantial educational measures have to be taken. Ad hoc improvement measures, i.e. trying to improve the RE
process as a whole, can mean that issues not crucial are improved/implemented, thus the process improvement costs are higher. Cost is a central concern for all organizations, and especially in the case of SME:s.

By identifying tangible and crucial improvement issues through eliciting information from personnel, management and documentation, and subsequently triangulating the issues identified, validate that the right problems are prioritized. A prioritization of issues gives the organization the raw material for the construction of a process improvement plan that addresses primarily crucial issues. Secondary issues, e.g. the ones identified during the studies but not triangulated, can be addressed at a later stage or the improvement approach could be used again.

It is also important to realize that the nature of the lightweight approach described in this paper bases its results on the knowledge and views of the people in the organization whose RE process is to be improved. This is beneficial in terms of rooting the coming changes in the organization at all levels.

Furthermore the usage of a lightweight triangulation approach to find improvement issues has a moderate price tag attached to it, as well as being an alternative to a more extensive evaluation process. This makes the use of a lightweight approach beneficial for SME:s. For a large enterprise the cost of using the lightweight approach would probably be higher. This is based on the assumption that the studies would be larger and the analysis more resource consuming, unless it is applied to a part of the enterprise. The investigation presented here took about 150 person-hours to complete.

The main risk in using the lightweight approach described in this paper is that issues may escape identification. This in turn can cause critical issues to remain unidentified and unattended. However, two things alleviate this risk. One, the identification of the dependencies between the issues was mapped, establishing an understanding of the interrelations of the issues in question. These dependencies help establish that there is not any crucial step missing as the issues are identified, as well as being a useful tool for the planning of the process improvement itself.

Second, following a process improvement plan, and the execution of such a plan, the studies and triangulation can be repeated. This would hopefully yield confirmation that the addressed issues were turned into non-issues, as well as identifying new improvement issues. The new issues could be issues not prioritized before, but issues missed the first time around could also be caught.

Future work consists of taking the next step, i.e. ascertaining what improvement issues are to be addressed first. This can be done using several different approaches. One is basically to base the priority of the issues on the relations in the dependency diagrams. Another is taking advantage of the expertise present in the organization that has been evaluated, i.e. making the decision up to the same people that were involved in the studies, and letting them prioritize the issues using some prioritization scheme, e.g. AHP.

Process improvement is an ongoing process with several steps, but the first one should be to identify what to improve.
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Abstract

This paper relates the progress of a software process improvement project based on the ISO/IEC 15504 standard in a major international direct response marketing company. This project is a pilot project that concerns four processes of the organization: documentation, supply, requirements elicitation and project management. The entire project was mentored by the Centre de Recherche Public Henri Tudor that performed it in the context of a more global SPI research project.

This paper describes the three main steps of the SPICE approach that was developed such as process selection, process assessment and process improvement implementation. At the time of the writing of this paper, the third step was on the right track but not fully completed. The structure, the organization, the activities and the main deliverables of the project are described. The main difficulties that occurred in this particular project, and how they have been overcome, are explained throughout the lessons learned at each step. Finally the paper relates the outstanding events of the project, the key success factors of such a software process improvement project and re-usable knowledge for the IT Community.

Keywords

1 Introduction

The Centre de Recherche Public Henri Tudor\(^1\) located in the Grand Duchy of Luxembourg, is a Public institution where 220 engineers work on several main domains of expertise: Management & IT Technologies, Industrial Management & Technologies, and Environmental Technologies. The Centre Henri Tudor especially focuses on applied research and technology transfer, addressing most economical sectors and actors over the Grand Duchy of Luxembourg, through the setting and animation of specialized networks. It has been promoting information technologies as one of its key technologies. For this it relies on its CITI department (Centre for IT Innovation) which currently has seventy R&D engineers.

Two years ago, the CITI was contacted by a company named La Redoute, in order to assist it in an IT quality project. La Redoute is the leader of the direct response marketing on the French market and is present on several international ones (Belgium, Portugal, UK, USA, etc). La Redoute belongs to the Pinault Printemps Redoute (PPR) group with a staff of 6200 employees. Within the Information System Department (DSI) of La Redoute, there are 200 people distributed between two teams: Production and Development. The Production team ensures the daily work of customer services and its costs optimization. The Development one develops specific software applications on IBM Mainframe, and it installs and maintains software packages.

At the time of the Year 2000 and the Euro upgrade, DSI had decided to perform the overhaul of its system. Further to the definition of new objectives from the senior management due to this overhaul (customer satisfaction, cost control, pro-activity, customer relationship and bid management), the DSI had to adapt its strategy. A situation analysis had shown that\(^1\):

- Methods and practices were not used in a homogeneous way and controls were insufficient;
- Customer relationship management (requests, changes, incidents) was efficient at the front-office level but the follow-up and taking charge of the requests and incidents by the back-office level were performed in an unequal way and without commitment;
- The high level Mainframe environment knowledge does not benefit to the structuring in departments within La Redoute.

Further to this analysis, the DSI decided to start an IT quality project that concerns services definition and bid management, current practices improvement, processes definition, jobs and responsibilities clarification and activities control.

Development and Production were both concerned by the IT quality project. The Production team was the first to start it and they chose the ITIL\(^2\) approach [2]. ITIL, produced by the CCTA (Central Computer and Telecommunications Agency in UK) in the late eighties, is probably the most comprehensive structured approach publicly available on providing IT services mainly for its service and process orientation, and also for its adaptability in use. Due to this choice, La Redoute had to find a compatible approach for the Development side of the project. Then La Redoute contacted the CRP Henri Tudor so that they could help them determining the best approach for software process improvement. SPICE\(^3\) was selected because it is both process and best practice oriented (as ITIL), and its use is not so constraining and can be gradual.

This paper describes the Development side of the IT quality project until nearly its ending. It begins by explaining how SPICE was selected, and then it presents the SPICE assessment of three DSI processes. Finally the progress of the IT quality project for the Development side is shown as well as some deliverables. At each step of the project, lessons learned are detailed. The paper ends with the outstanding events of the project and the CRP Henri Tudor’s point of view in terms of SPI research results that can be transferred to the IT community.

---

1. CRP Henri-Tudor – Public Research Centre Henri Tudor. See http://www.tudor.lu
2. IT Infrastructure Library
3. Software Process Improvement and Capability dEtermination officially called ISO/IEC 15504
2 Process selection and assessment

2.1 Process selection

2.1.1 Process selection stage progress

The CRP Henri Tudor was invited via the Spiral network\(^4\) [4] to present to some DSI leaders the world of IT quality standards with a special focus on ISO 9001, CMM\(^5\) [5] and SPICE.

ISO 9001 was directly put aside because the objective was not certification and its approach is not software dedicated. CMM was also put aside mainly because its scope is too wide, too global for La Redoute, which turned its attention to specific software development areas. CMM does not enable easily the assessment of a selection of processes. The intention was that this software process improvement project is a pilot project that involves only a selection of the organization's processes. After some weeks of research and thoughts, and a complementary presentation of the overall SPICE processes, La Redoute chose definitively SPICE to be their software development quality framework.

The three main stages in a SPICE approach for a process improvement project were followed: process selection, process assessment and process improvement implementation.

A specific committee was created to carry out the first stage. It took back the objectives defined by the senior management quoted above. It balanced them and defined key success factors. Some SPICE processes were put aside because they were already considered in the Production project (configuration management, operation) or because the context of La Redoute was not appropriate (organization process category).

A mark was given to each process according to its contribution to each strategic objective. The result was a prioritized list of processes and the first three ones were selected for improvement within the development side of the quality project. The three processes were:

- Supply
- Requirements elicitation
- Project Management

La Redoute chose on purpose a restricted number of processes to assess in order to perform an improvement project with clear and limited goals and to implement a smooth process improvement approach within the department.

The supply process was completed with the base practices of the customer acceptance process and one base practice of the acquisition preparation process in order to cover the definition and preparation of the mutual software acceptance.

Some base practices of the risk management process were added to the project management ones in order to increase staff's awareness of this process.

With the SPICE base practices definition as a basis, a reformulation of the practices with the company's vocabulary was also performed. A cartography of the three processes was established in order to give a whole view of them, to position the ones compared to the others and to underline interactions.

The choice of these three processes allowed La Redoute to have a significant pilot area to be assessed and improved.

---

\(^4\) Network compound by IT professionals. See [www.spiral.lu](http://www.spiral.lu)

\(^5\) Capacity Maturity Model
2.1.2 Lessons learned

At the end of this stage, the first difficulty was the process approach. It was not easy to think and act in a process oriented way for unaccustomed people. The process approach is not so obvious to use when you want to pool daily activities around a same objective. The boundaries between the processes are not always easy to define.

The second difficulty was the adaptability of the SPICE processes definition to the context of La Redoute. A big work of vocabulary and sometimes of content adaptation had been made in order to tailor the SPICE processes to the context of the company. The supply process became an aggregation of several base practices from different SPICE processes.

2.2 Process assessment

2.2.1 Process assessment stage progress

In a Software Process Improvement (SPI) project, the Process assessment stage is highly recommended in order to determine the maturity level of the assessed processes, their strengths and weaknesses to objectively identify improvement opportunities.

Three persons of La Redoute were trained by the CRP Henri Tudor to become SPICE assessors [6]. So that when necessary, they were able to reformulate the questions with the company's vocabulary and adapt them to the company context. They were also able to ask for more accuracy when the answers seemed too superficial. The other advantage is that in the future, they can regularly self-assess their own practices and determine the improving actions to implement.

To begin assessment, a preliminary report was drawn to precise objectives, scope and constraints of this step, size and description of the sample, plan and schedule for the interviews, quality criteria for the assessment process itself, etc.

Pairs of assessors (an internal and an external one) led nine interviews (three by process). To make interviews easier, work products were collected before the assessment and each interviewee handed them during the interview.

To write the final report, assessors proceeded by brainstorming on every process in addition to a systematic work of analysing results. It was a collaborative work. Further to the validation from La Redoute assessors, the final report was presented in a first time to the DSI management and in a second time to all DSI staff.

The main results of the assessment are shown on the following chart (Figure 1) with the assessment profile for the three processes [7]. La Redoute had determined a level 3 target and one attribute of level 4.
Results were relatively weak but with a lot of good practices in each process, even if these ones were not used in a homogeneous way. Main gaps are in work product management and process definition. Except for the supply process, the processes reach level 1. It means that project management and requirements elicitation activities are generally performed. Supply process weaknesses are mainly because of a lack of formal contract within IT projects.

At level 2, planning and tracking management practices exist but work product management ones are deficient. For level 3, there is no process definition. Process resource (technology and human resource management) practices exist but are weak.

For each process, a SWOR\(^6\) analysis has been performed with short-term recommendations (quick wins), medium-term recommendations and long-term recommendations (advanced concepts).

The main general quick wins were to establish a documentation process (including version management), to improve access rights management and to define a process definition template by process. The medium-term recommendations aimed at making project leaders aware of a process approach, establishing a common project storage space, to be shared by all IT project actors and setting up documentation and process quality control. Following long-term recommendations, La Redoute was encouraged to involve customers in the software process activities, capitalize experience, organize and perform quality activities.

This was an overview of the recommendations formalized in the assessment. The next chapter will describe the third stage of the SPICE approach: process improvement implementation.

To conclude this part, we can say that there are many good practices in La Redoute, but they are too individual. La Redoute should use these elements as basis and generalize them. According to priorities, the efforts of improvement will have to be more or less important.

In the future, the target for La Redoute is the SPICE level 3.

---

\(^6\) **Strengths**  
**Weaknesses**  
**Opportunities**  
**Risks**
2.2.2 Lessons learned

The involvement of three La Redoute assessors had facilitated this assessment step. The most difficult think to do when you prepare a assessment of a company is to adapt the questions to its own context and it's not easy when you come from outside this organization.

This assessor training is also a good point when a company or a department want to begin an IT quality project, those resources are able to orient the project and to keep it in a specific framework. There are also able to perform middle assessment after some months of work without the help of a specialized external company.

3 Process improvement implementation

3.1 Improvement project definition and organization

After the presentation of the assessment results to the DSI management and staff, the definition of the improvement project began. The goal of the project was to achieve quick wins, medium-term recommendations and general recommendations.

Four sub-projects were set up, one by assessed process plus another one to include the general recommendations throughout the documentation process. A process owner by sub-project was nominated. One year ago, the DSI management authorised the Development side of the IT quality project to be kicked off.

Each sub-project was defined through a project plan based upon the global project plan. Its goals were to improve base practices, to define and formalize the process via a procedure, operating guides and templates, and to set up control management of the process. The generic sub-project life cycle is shown on figure 2.

![Figure 2 : Process improvement sub-project life cycle](image)

The result of the conception is a formal definition (including the SPICE base practices) of the process and its boundary, documentation practices and metrics, which enables work product management, and all necessary tasks to fulfill objectives.

Implementation consists of defining how to perform daily process activities and giving the technical infrastructure to do them. It consists also of setting up a dashboard. The next step is implementation validation. Its goal is to make sure that implementation correctly enables process activities and to reach process objectives.

Next step covers the deployment of the process with training and monitoring of the process users. Three months after the deployment, the process should be re-assessed in order to verify its good implementation. Then the project director and the process owner perform the assessment. A global report on the project progress should be made at the same time.
The project director carries out the global project management and coordination tasks. A Global IT quality project Steering Committee deals with the strategic level, giving main orientations, following project evolutions and arbitrating conflicts. It meets bimonthly.

The project director, the process owners, the quality assistant, development department managers and correspondents of some other departments make up the Improvement Process Projects Steering Committee. It deals mainly with the validation of the project evolutions, risks and critical points identification. It communicates also persistent problems to the Global IT Quality project Steering Committee.

The organization of the project is shown on figure 3.

Improvement Process Projects Steering Committee meeting takes place monthly. Every process owner must complete and present an updated dashboard, explain what has been performed (actions, results) during the last month and what is planned to be performed the next months. A CRP Henri Tudor engineer attends all meetings, gives advices and reviews some deliverables. He brings his SPICE expertise and also some documents [8] that help process owners to determine what results should be obtained.

### 3.2 Project progress

For each process improvement sub-project, a working group has been defined from its beginning. The main part of the improvement work was performed during these working group meetings. They gathered the main actors of the processes (essentially project managers and some customer’s correspondents). These groups regularly met. The process owner led the meetings and formalized the results.

Now, for each process, here are the main SPI project results.

#### 3.2.1 Documentation

**Project progress**

The documentation improvement project is transversal. It produces results that are used in the three other processes and then reduce their workload in avoiding some activities redundancy.

The main target of this sub-project was the definition and the formalization of a general documentation management policy. This one contains a documentation macro lifecycle, which presents all the project
documents according to the project phases. In this policy is also defined the documentation best practices and the storage rules adapted to the DSI context. These rules were experimented by the other process improvement sub-projects before a global generalization to all DSI. A thought on some quality control techniques was also led in this project.

**Lessons learned**

The work done on the macro lifecycle enabled a thought on the utility of some existing documents. Their content was optimized, some old document templates were cancelled or distributed on a different way. Others were created or redefined.

The macro lifecycle was a key element in the definition of the process boundaries. This was very important in order to enhance the process approach and to monitor its deployment. During the project, the working groups often consulted it to know exactly what was their sphere of activity.

The working group for the documentation management process gathered all the process owners plus additional involved people. This made easy information exchanges between processes on the documentation theme.

Experimenting documentation rules by sub-project was an opportunity to show to all DSI what type of practice was developed in the IT quality project. For example, all the sub-project data storage hierarchy was visible by all the DSI. Sub-projects set an example and the staff followed them.

### 3.2.2 Requirements elicitation

**Project progress**

The most important recommendation for the requirement elicitation process was the partial and inadequate use of the requirement specification template. It was considered as inappropriate for the type of project that was performed by DSI.

Determinate the useless and missing elements of this template was the first job for the working group. Afterwards it completed and reorganized the document to take into account new elements [9] (NFR\(^7\), responsibilities for DSI and customer,…). For example, some elements of the Volere template [9] were used to structure the requirement specification template (check of content completeness, requirements numbering, structured form by requirement,…).

A part of the project was devoted to the requirements changes tracking. A change notice template and rules of use were defined. The DSI customers who took part in the working group meetings gave their opinion on the building and the formalization of all those documents.

A definition of the entire requirement process structure was also formalized. This one explains all the activities that must be done to obtain a completed requirement specification document with a description by activities of the inputs, outputs and actors.

Finally, the working group has worked on the quality control and the metrics of this process. It was the first among the other process improvement projects to work on metrics and may serve as pilot for others.

**Lessons learned**

Customer participation was very positive and constructive. Its involvement enabled DSI to obtain better quality results and to improve the DSI-customers relationship.

Among the base practices, the work product management and the process definition attributes for the requirements elicitation process, a big effort has been made on documentation structuring. The next step will be to work on the method for eliciting requirements.

\(^7\) Non-Functional Requirements
3.2.3 Supply

Project progress

Due to the supply process assessment results, the working group decided to focus on the bid management aspects (from the first contact with the customer to the contract signature).

Still more than for the requirements elicitation process, DSI customers were involved in the project. They particularly worked on two specific documents, a pre-study document and a bid template, plus several forms such as project launch, project stop, project amendment.

The pre-study document, created before the requirements specification, includes first costs and workload estimates. This document is the first official commitment between the two parties (customer / DSI). The Bid template defines formally the relationship between the two parties. It describes the answer of the DSI against the customer requests (formalized in the Specification document). This Bid document is still an “internal” contract between two La Redoute departments (DSI and one or several customer departments). This will prepare the future when DSI probably become an IT service provider for external organizations within the PPR group.

Lessons learned

Adding base practices to the supply process brought some problems during the project because DSI is considered as a supplier for several La Redoute internal users groups, and the additional practices concerned the customer (customer acceptance process and acquisition preparation process). Actors (in the working group) did not always know exactly how they had to position themselves on the activities of the process.

3.2.4 Project management

Project progress

Before this improvement project, La Redoute had defined a software development cycle but it was adapted for IT reengineering projects and not for other types of project. So project managers used some parts of this document according to their needs and to all types of projects.

Project management working group decided to update the software development cycle document to respond to other types of projects. But to reach this target, it began by defining a project typology [10] that classifies all La Redoute projects according to some characteristics. This typology is the base of a project evaluation table. This table gives the project profile with its appropriate software development cycle. In the future, the goal is collecting and capitalizing information by type of project, which could help in scheduling, risk management, workload estimate, … Six project types and dedicated software lifecycle were defined.

The working group also thought to a risks-checklist with the idea of making DSI employees aware on this theme. A more efficient tool might be developed later in the context of a Risk Management improvement project.

Lessons learned

The project evaluation table was a good idea to determinate the best project lifecycle but it is not easy to set up a tool that support it. To have a reliable result, characteristics must be exhaustive and easy to assess. An Excel table enabled a simple automation.

From now on, the project management process gives the opportunity to link all the deliverables of the IT quality project, to position them ones compared to the others via connected documents. It enables the structuring of all the work products in a kind of toolbox, it is the unifying thread of all the other improved processes.

At the beginning of the SPI projects, many people made mistakes by unconsciously incorporating activities to the project management process on a wrong way. The macro-project lifecycle helped to better understand the proper project management practices.
4 Outstanding events

In this section, an overall analyse of strengths and weaknesses is made for the Development side of the IT quality project by considering outstanding events of the project.

At the beginning of the project, one of the main goals was to implement quick wins (quick results: strong added value for limited effort), to keep up the project staff motivation and show the usefulness of the project. Among these quick results were the exact definition of the scope of main documents, and documents version management, etc.

In spite of these elements, some process projects had a period of light productivity fall essentially due to a lack of resource availability because more DSI projects had taken the priority on this one and had forced DSI to put it aside. But this problem did not affect the entire project; only a few groups took more time to produce their deliverables, but made up for it in the end.

The parallel use of ITIL and SPICE enabled to enforce one standard with the other. For example, on the one hand, some SPICE processes were put aside from the process selection because they were better covered by ITIL and the Production quality project. On the other hand, some SPICE elements were used to complete the process description document template performed by Production working groups, which was based on ITIL. Those two IT quality standards seemed to be perceived as complementary tools [11].

Adding base practices from some processes to complete another process is something to do carefully. You should pay attention to the nature of the additional practices, it must be the same as the nature of the original process. A risk of bad process boundaries can occur.

The main change brought to the DSI by this project was the process approach. At the beginning, it was very difficult for DSI members to think in a process oriented way. They rather thought in a project oriented way. The process description document, which was mentioned before, contributed in spreading the process approach to the DSI staff. But this difficulty generated an important organizational work (setting up a process owner, adapting the project organization to the processes,...).

The monthly follow-up of an external expert allowed improvement project members to set up regular checkpoints and verify the accomplished work. Also this meeting allowed them to precisely determine what was to be done during the next month. This external view on the project was a good way to make the scheduling of the concrete goals and the checking of their achievement easier.

In terms of communication, the SPI project managers had decided to publish a newsletter that explains monthly the project progress to all the DSI staff. These means enable firstly to communicate with the DSI staff and secondly to involve them in the process so that it reduces their resistance to change. This newsletter plus regular presentations of SPI project deliverables with new forms and documents (with directions for use) contributed to the change management of concerned staff.

4.1 CRP Henri Tudor’s point of view

The CRP Henri Tudor participated all along this SPI project in La Redoute. These mentoring services were performed in the context of a research project named SPINOV (Software Process Improvement and inNOVation). The national ministry of Culture, High Education and Research in Luxembourg funds the SPINOV project. Its main objectives are to develop competences within two fields :

- Requirements engineering;
- Software process assessment and improvement.

Both fields follow a process approach. The competence development is made throughout several activities such as thematic and normative watch, training, methodological guides formalization, process package documentation (for instance for processes such as requirements elicitation, documentation, configuration management, quality assurance), dissemination (SPI conference publications, thematic presentations for IT professionals, training courses...).
Within the SPINOV project, there are particular activities related to SPI that brought mutual benefits to La Redoute and CRP Henri Tudor. Firstly, participating to a normative expert group of AFNOR\textsuperscript{8} in France enables to follow the ISO/IEC 15504 standard evolutions. Among these evolutions, the refinement of some processes of the ISO/IEC 15504 process assessment model fitted with the La Redoute tailoring of the Supply process (added base practices).

Within the SPINOV project, there were some works for defining guidelines for requirements management (non functional requirements checklist, use case formalization guide,…) that were useful for La Redoute (also the mapping of the Volere requirements template with the La Redoute Specification document redefinition).

Finally, in terms of dissemination, there were several events in Luxembourg such as an ISO/IEC 15504 and SPI concepts awareness presentation made in a professional exhibition (October 2002), a presentation of La Redoute improvement approach in the SPIRAL\textsuperscript{9} conferences [1] (November 2002), and more recently a SPIRAL thematic meeting about requirements engineering, with a specific presentation of the improved requirements elicitation process of La Redoute. All these events are contributing to the SPI best practices spreading with lessons learned focus.

### 5 Conclusion

At the time this paper was written, the IT quality project of La Redoute was on the right track, the deliverables had been achieved and the work of the several groups had been serious and constant. This project covered only four processes of the organization and it can be considered as the first part of a more important process improvement project. Indeed, in 2004, La Redoute foresees to allocate new budget to include other processes in the improvement approach. It will be based on the actual SPI structure.

It is important to underline the fact that if this SPI experience was good, it was mainly due to the efficiency of the setting-up structure that organized and managed the project. It supported perfectly all activities and did not hesitate to communicate on the project. Also, it had the total support of the La Redoute management and this last point is the most important condition to make a success story out of this project.

The CRP Henri Tudor contribution has been considered positive and stimulating. It brought guarantees of the compliance with the SPICE standard. This collaboration enabled the SPI actors to be informed on the state of the art in the domain and so to do an adequate work. The very pragmatic SPI work performed by La Redoute addressed their needs with common sense and structuring. This success story and the research project run by CRP Henri Tudor reinforce the SPI knowledge for the IT community with re-usable results such as thematic presentations, SPI state-of-the-art synthesis, methodological guides, document templates with directions for use,..\

\textsuperscript{8} Association Française de NORmalisation  
\textsuperscript{9} IT professional network in the Grand-Duchy of Luxembourg, the Walloon region in Belgium and Lorraine in France
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Abstract

Software Process Improvements (SPI) has been used to enhance the capability of software organizations for more than one decade, but software organizations still suffer from the high rate of SPI failures. Research has focused on this problematic situation and several new approaches to SPI have been introduced to improve the failure rate. SPI implementation has, however, not yet been sufficiently explored to address the difficulties that software organizations experience when introducing software processes into software practice. This paper explores 18 different SPI initiatives within Ericsson focusing on the relation between the number of iterations executed within each initiative and the SPI implementation success. This research explores patterns between the number and nature of iterations executed, the organizational responses to change, and SPI implementation success. The experiences from Ericsson indicate that the number of iterations executed has a significant impact on implementation success. The findings are contrasted and discussed in relation to the literature on SPI and change management.
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1 Introduction

Since the late 80’s when Watts Humphrey (1989) introduced Software Process Improvements (SPI) many software organizations have spent huge efforts to achieve SPI success. Success stories have been reported (Diaz and Sligo 1997; Hayley 1996; Humphrey et al. 1991), but critical evaluations have also been published (Bach, 1995; Bollinger and McGowan, 1991; Fayad and Laitinen, 1997; Humphrey and Curtis, 1991). Several new approaches to SPI have been introduced (McFeeley,1996; Abrahamsson, 2000; Aaen, 2002; Arent, 2000) during the last years to understand and decrease the SPI failure rate, but there are still areas that have not been fully explored for us to understand the barriers and enablers for successful SPI.

SPI implementation success is a first and necessary step towards SPI success (Börjesson and Mathiassen, 2003a; Börjesson and Mathiassen, 2003b). This paper explores and contrasts 18 SPI initiatives carried out at Ericsson AB in Gothenburg, Sweden, during the period 1998-2001 focusing on the relation between number of executed iterations and SPI implementation success. All SPI initiatives were similar in terms of SPI goal, management attention, engineering environment and SPI resources but they differed in number of executed iterations.
iterations within the SPI initiative and also in SPI implementation success.

The experiences from Ericsson suggest, as we shall see, that it is important to execute several iterations within an SPI initiative to assure implementation success. SPI Implementation has many connections to the change management area and known models like the Satir Change Model (Weinberg, 1997) and the Development of Commitment to Change Model (Connor and Patterson, 1982). These models are used to explain and discuss the experiences from Ericsson and in particular one of the SPI initiatives that executed several iterations. These theoretical interpretations help us understand what happened during the iterations. This analysis indicates that the number of iterations executed within the SPI initiative have a significant impact on the SPI implementation success. The theoretical context is described in chapter 2 and the research approach is presented in chapter 3. Chapter 4 describes the organizational context and the data from the Ericsson cases. Chapter 5 relates the experiences from Ericsson to SPI implementation success and discusses them in relation to the SPI and change management literature. The argument is concluded in chapter 6.

2 Theoretical Context

There are several approaches described in the literature to iterative SPI (McFeeley, 1996; Grady, 1997). Grady describes an iteration using four activities (Plan, Do, Act and Check) while McFeeley describes an iteration in four different, but similar activities (Diagnose, Establish, Act and Learn). McFeeley also has an initial activity, Initiate, that starts the iterations. Both these approaches include similar detailed activities, but they are framed somewhat differently. Both approaches discuss the importance of commitment to assure successful SPI, but they frame the activities for how to reach commitment differently. Both approaches also end up in activities that aim to learn from the executed work, but while McFeeley’s approach ends up with proposed future actions that will be handled in the next iteration, Grady’s approach includes revising the results from the first iteration. Both approaches have, however, the same intention to execute improvements in a stepwise fashion to learn from previous steps before taking the next.

Taking an iterative approach to successful SPI was initiated already in the late 80’s by Watts Humphrey (1989). Humphrey does not use the word iteration, but he indirectly discusses the need of performing SPI work in steps and repeatable sequences. Humphrey points out “The Six Basic Principles” of software process change and one of them is “Change is continuous. Software process improvement is not a one-shot effort; it evolves continual learning and growth”. Humphrey also states “Improvements should be made in small steps”. He argues that people do not naturally perform well on highly rigorous and complex tasks. The software engineering process must therefore be tailored to their abilities in small steps. Humphrey (1989) is not explicit regarding iterative SPI work, but he initiated and discussed some of the basic ideas that iterative development is built on.

Grady (1997), McFeeley (1996) and Humphrey (1989) agree to stress commitment to SPI as a way to overcome resistance to change. Grady states the need of understanding the origins of resistance to change. McFeeley argues that change efforts of a certain magnitude cause substantial fear and uncertainty throughout the organization. Knowledge of change management is therefore needed by both SPI drivers and practitioners. Humphrey stresses that enthusiastic, technically and politically capable and dedicated resources with management’s confidence are necessary to reach successful SPI implementation. Humphrey calls these dedicated resources change agents. “If SPI is not anybody’s job, it is not surprising that it doesn’t get done”, argues Humphrey. Dedicated resources are needed to assure that practitioners overcome resistance, that practitioners are provided with adequate training, and that projects receive the necessary consultation.

Resistance to change is explored and described by Weinberg (1997). Weinberg’s Satir Change Model (see Figure 1) describes four different phases that a change initiative passes through to reach higher performance. The first phase “Status Quo” is distinguished by no change in performance. The second phase “Chaos” is distinguished by performance going irregularly up and down. In the third phase, “Integration and Practice”, there is a take-off to
wards higher performance and the fourth and last phase is distinguished by higher performance, i.e. “New Status Quo”.

Weinberg also describes the Satir Change Model from an iterative perspective (see Figure 2). He shows how each activity to reach new status quo can fall back to old status quo. The first two activities can return directly back to old status quo, where the next three activities can lead back to chaos before eventually achieving a new status quo. This model describes a number of possible events and actions that can occur during a change initiative.

Another similar model (see Figure 3) that explains reactions to change is Development of Commitment to Change by Connor and Patterson (1982). This model describes how the degree of support changes over time during a change initiative. The degree of support to change goes from preparation and acceptance to commitment. The time scale is divided in phases from unawareness, confusion, negative perception, decision not to support, change aborted after initial utilization, and change aborted after extensive utilization. Each phase can also end up in returning to a low degree of support to the change.
Both Weinberg’s (1997) and Connor and Patterson’s (1982) models describe how a change initiative passes different phases to achieve higher performance. They also show a number of possible events that cause the change initiatives to fall back to the initial status in performance and commitment. The models are framed differently but the underlying understanding of implementation and change processes is similar. Weinberg’s model describes the connection to higher performance over time, while Connor and Patterson’s model describes how commitment to change evolves over time as a key driver towards successful SPI (Humphrey, 1989; Grady, 1997; McFeeley, 1996). Both models suggest that implementation is a challenging process with many obstacles on the way and a considerable likelihood for not successfully achieving change.

Commitment to SPI has also been explored and discussed by Abrahamsson (2001). Abrahamsson identifies a number of misconceptions in current thinking regarding the commitment concept. One of the misconceptions is the controllability of the development of commitment. Trying to get someone committed is not possible before that someone has experience within the area in question. The reactions to change as described in the Satir Change Model (Weinberg, 1997) and Development of Commitment to Change (Connor and Patterson, 1982) are not valid in all cases. The phases in the models will differ depending on experience, context, and engineering practice in question. Such models need therefore to be interpreted and adopted to specific situations before they can be used for guiding SPI management.

The commitment process is vital for successful SPI, but it needs constant attention and long-term thinking (Aaen et. al, 2000). Managers and practitioners may become so dedicated to solve a certain problem that the long-term perspective gets lost and the solution becomes sub-optimized. Aaen et. al. also discuss the possibility of getting too focused on formal goals of reaching a certain maturity level. It is important to have long-term management commitment to change initiatives and to constantly adjust goals and hence commitment as the process unfolds. It takes several years to bring an organization from CMM level 1 to CMM level 5. Long-term changes are delicate to manage even for the most sophisticated managers.
3 Research Approach

This research focuses on process implementation by contrasting successful and less successful SPI initiatives. The purpose is to learn more about key factors that enable or create barriers for successful process implementation. An interpretive, multi-case study (Galliers, 1992; Yin 1994) is well suited for that purpose. The research is part of a collaborative practice study (Mathiassen, 2002) carried out at one of Ericsson’s system development centers with more than 20 years of experience developing packet data solutions for the international market. The organization has grown from 150 employees in 1995 to 900 in 2001 and SPI has become an increasingly important area in order to assure quality deliveries.

The author has been working in and been responsible for the initiatives. The potential bias and subjectivity is handled through discussion and interviews with engineers and researchers both within Ericsson and from the research community. The study is interpretive (Galliers, 1992) and action based (Yin 1994) with a focus on process implementation.

SPI outcomes are ideally measured in improvement success, i.e. differences in quality and productivity between old and new practices (Humphrey, 1989; Grady, 1997). Improvement success is, however, difficult to measure without comparable data from longitudinal studies. This research focuses on the extent to which initiatives lead to changes in software practices. This notion of implementation success is easier to measure and validate and it can be considered an important prerequisite and indicator for improvement success (Börjesson and Mathiassen, 2003a; Börjesson and Mathiassen, 2003b).

The SPI unit collected the basic data during the initiatives with help of time registration reports, SPI initiative final reports, and SPI project specifications. The evaluations are based on interviews and discussions with software practitioners, project managers and SPI initiative members and carried out in collaboration with those involved in the initiatives. The data are presented in Table 1 and the Appendix and they have been verified by the involved practitioners. The data from the detailed study have been collected through documentation from the SPI initiative but mainly from discussions and interviews with practitioners participating in the SPI initiative. It is important to stress that these data were not obvious during the time when the initiative was executed. Plans existed, but were not fully communicated at all times to everyone involved. The data from the detailed case are based on the author’s extensive participation, plans and documents from the initiative, and discussions with practitioners participating in the SPI initiative.

4 Presenting Data from 18 SPI initiatives

An iteration is a repeatable sequence of activities. To compare and contrast iterations across different SPI initiatives, we need a baseline of what activities that are a part of an iteration. The baseline used in this paper is the IDEAL model (McFeeley, 1996). Figure 4 shows the phases and activities included in the IDEAL model. The baseline we will use when explaining an iteration goes from Initiating (only first iteration), Diagnosing, Establishing, Acting to Learning.
In Table 1, where a summary of the data is shown, the column '# of iterations' describes how many iterations that were executed within each SPI initiative. Each '# of iterations' is described by X.Y, where X is the number of full iterations executed and Y is the number of the activity where the initiative stopped in the last iteration (0 – no new iteration started, 1 – Diagnosing, 2 – Establishing, 3 – Acting, 4 – Learning). When "# of iterations" is for example 2.3, it indicates that two full iterations where completed and the SPI initiative stopped somewhere during the acting phase of the IDEAL model.

### 4.1 The Overview Study

All initiatives were planned and executed under similar conditions. They addressed the same engineering operation, they were part of Ericsson’s intensive SPI program, they had the same strong level of management attention, they had the same level of resources, and many of the SPI practitioners were the same. Table 1 provides a summary of the data from the 18 cases. For each case we present the following data:

- **#**: Unique identification number.
- **Improvement area**: The process area addressed by the initiative.
- **Volume**: The # of weeks, # of man hours, and # of people participating in the initiative.
- **Structural Approach**: The number of (one or several) engineering projects that the initiative supported.
- **# of iterations**: The number of iterations executed within the initiative.
- **Result**: The result that was produced by the initiative (only in Appendix).
- **Implementation Success**: The degree to which the process was adopted as part of software engineering practices (further described in Appendix).

<table>
<thead>
<tr>
<th>#</th>
<th>Improvement Area</th>
<th>Volume</th>
<th>Structural Approach</th>
<th># of Iterations</th>
<th>Implementation Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Configuration Management</td>
<td>10 weeks 300 man hours 4 participants</td>
<td>Generic</td>
<td>1.0</td>
<td>Low.</td>
</tr>
<tr>
<td>2</td>
<td>Design Information</td>
<td>21 weeks 400 man hours 6 participants</td>
<td>Generic</td>
<td>1.3</td>
<td>Medium/Low.</td>
</tr>
</tbody>
</table>
### Table 1 – Extracted data from the 18 SPI initiatives

The data can be categorized in two groups, a) the ones that only concluded one full iteration (#1-11) and b) the ones that concluded several full iterations (#12-18). All SPI initiatives that reached level “High” in SPI implementation success executed at least three full iterations and all SPI initiative that executed at most one full iteration never achieved high SPI implementation success. The data also shows that there is a close correlation between structural approaches and number of executed iterations. Almost all SPI initiatives (#10 an exception) that were run according to a generic approach conducted less than two full iterations, while all the dedicated SPI initiatives conducted several full iterations.
4.2 The Detailed Study

To learn and understand what happens within each iteration, each SPI initiative was explored in detail. As an example, the requirements management initiative (# 12) executed 4.1 iterations. The first full iteration had the goal to define a Use Case template and define the strategy for the tool Requisite Pro. Two engineers (one process engineer and one consultant expert) were assigned to drive the work to define (a first version of) a new solution. The result was reviewed by a number of requirements engineers (the ones who were to use the new way of working). A few corrections were made and a first baseline version was ready. The baseline version was then presented to most of the requirements engineers and some more feedback (for instance, add a chapter to the Use Case template or define how to get passwords in the tool mentor) was given and a few more updates were made.

The second iteration had the goal to identify how to convert the current requirements artifacts into Use Cases and store the artifacts in the Requisite Pro tool. The drivers of the SPI work initiated a workshop to start merging the current Requirements picture into a Use Case overview model. The workshop ended up in total chaos. One requirements engineer left the room in fury. The result of the workshop ended up in a requirement to improve the new process. The process had according to the engineers substantial weaknesses when it came to merging existing requirements into new Use Cases.

The third iteration had the goal to correct the results of previous iteration as the practitioners had learned and understood more about the new way of working. The result was a new and improved version of the Use Case template and the Requisite Pro tool mentor. A new workshop was held where the practitioners started to convert the current requirements into a Use Case overview model. The result of the workshop was a rough overview model that needed further updates to include all necessary information.

The fourth iteration had the goal to update the way of working with the Use Case model to assure that all necessary information was included. A group of requirements engineers worked together with the process engineer and the consultant expert to address the lessons learned and problems from the last workshop. The result was a process that described the identified needs of the Use Case Model. The fifth iteration that halted during the diagnosing phase was stopped due to lack of resources. The goals for further improvement were not set and the initiative was ended.

The data from the detailed study of initiative #12 (requirements management) suggests that the engineers did not understand from the beginning how the initiative would impact their daily work. This understanding became clear during the second iteration when the result was exposed to them in a way where they should perform actual work to start converting the requirements picture. The data also shows that SPI implementation was a success only after the third iteration.

Data from all initiatives have been analyzed in a similar fashion in order to relate the iterations to the Satir Change Model (Weinberg, 1997). The result of this analysis is contained in Figure 5 showing in greater detail the correlation between iterations and phases in the different SPI initiatives (the circles denote the number and distribution of iterations over phases). These findings are further elaborated in chapter 5 – Analysis and Discussion.
5 Analysis and Discussion

This chapter discusses and analyzes the data from Ericsson and relates them to relevant literature about SPI and change management. Chapter 5.1 analyzes the data and identifies key findings. Chapter 5.2 discusses the implications for practice and research. Chapter 5.3 discusses possible limitations.

5.1 Interpreting the data

The relation between SPI implementation success and number of iterations is shown in Figure 6. The figure indicates that the number of iterations executed within the SPI initiative have a significant impact on SPI implementation success. The figure indicates a close correlation between low/medium SPI implementation success and less than two iterations executed within the SPI initiative. The figure also indicates a close correlation between high SPI implementation success and several iterations executed.

SPI initiatives #5 and 8 deviate somewhat from the “iteration curve”. One explanation is that others factors, apart from the number of executed iterations, affect SPI implementation success. Börjesson and Matthiassen (2003b) argue that process push (the competence, commitment and active participation of the SPI team to create and implement a process) and practice pull (the competence, commitment, and active participation of the software engineers to create and implement a process) affect the SPI implementation success. Other possible explanations can be the complexity of the improvement area and competence of participants within the improvement area.

Also, SPI initiatives #13 and #17 deviate somewhat from the “iteration curve”. SPI initiative #13, Analysis and Design, executed two iterations in the last phase, but still did not reach the score “high” in implementation success, while SPI initiative #17, Project Management, only executed three iterations in total and still achieved high implementation success (see Table 1 and Figure 5). The detailed study shows that initiative #13 was the far most complex and difficult initiative and was more time and expertise consuming than all the other initiatives. Initiative #17 had a well-known project manager who deploy the material. A possible explanation based on these data is that the complexity and scale of the initiative and the choice of champion in the SPI initiative also affect the outcome of the SPI implementation success.
SPI initiatives #1-9 and 11 all had a generic structural approach, i.e., the SPI initiative supported more than one software engineering project, while SPI initiative #10 and 12-18 all had a dedicated structural approach, i.e., the SPI initiative supported one software engineering project. Börjesson and Mathiassen (2003a) state that a dedicated structural approach facilitates SPI implementation success. The correlation between generic structural approaches, less than two iterations, and low implementation success can indicate that it is difficult to execute several iterations while supporting several software engineering projects. There is also a close correlation between dedicated structural approaches, several iterations, and high implementation success. That indicates that it is possible to run several iterations when supporting only one software engineering project. SPI initiative #10 had a dedicated structural approach, but still only executed one full iteration. This implies that iterations don’t happen naturally just because the approach is dedicated.

This finding is supported by the widely accepted view that commitment to SPI is a necessity to assure SPI implementation success (Humphrey, 1989; McFeeley, 1996; Grady, 1997). To assure commitment we need involvement and change agents that stay current during an SPI initiative to assure that practitioners overcome resistance to change (Humphrey, 1989). When supporting many software engineering projects from one SPI initiative, it requires a lot of change agents to be able to stay current during several iterations in all the supported software engineering projects. There are most likely too few resources and too little time to manage it all. A possible explanation based on the data from this research is therefore that generic initiatives do not have the time and resources to run several iterations and therefore do not manage to implement the new or updated processes effectively enough.

From the detailed study we can see two main patterns for executing iterations within SPI initiatives. The first pattern shows initiatives only executing one full iteration and never entering the chaos phase. Most practitioners were never exposed to the change and did not feel threatened by the new or modified way of working. They were never exposed to the change in a way where they understood how the new process would affect their daily work. The second pattern shows initiatives executing several iterations. In the first iteration, most practitioners were not even aware of the ongoing initiative and as the new process was unknown there was no change. This phase is recognized as “Old Status Quo”. During the second iteration the practitioners were exposed to the change and possibly hostile reactions to change arose (McFeeley, 1996). This phase is recognized as “Chaos”. During the third iteration the practitioners started to work to achieve a useful solution. This phase is recognized as “Integration and Practice”. The fourth and last full iteration made further improvements to the solution.
This phase is recognized as “New Status Quo”.

Weinberg (1997) shows in the Satir Change Model that the way to reach higher performance is to pass through a number of phases (see Figure 7). According to data from the detailed study it took one full iteration to pass one phase in the Satir Change Model. A possible explanation to why the number of iterations executed within the SPI initiative has a significant impact on the SPI implementation success is therefore that an SPI initiative has to pass the chaos phase and enter the integration and practice phase before the new or modified processes will start to be implemented and used by the practitioners.

![Figure 7. The Satir Change Model and “the Iteration Curve”](image)

From Weinberg’s Change Model (see Figure 2) we can learn that there are several risks to return to old status quo when performing an SPI initiative. This research supports this argument. In addition, the findings suggest that it can be a major risk that an SPI initiative never enters the phases where practitioners are exposed to the new or modified processes. In such cases there is a risk that the practitioners never will understand how the new or modified processes will affect their daily work.

The iteration curve in Figure 6 can be related to Connor and Patterson’s Development of Commitment to Change model (see Figure 3). Over time, the commitment to the SPI initiative changes and these changes are facilitated by the number of iterations executed. The first phase in that model aim to create awareness, the second to achieve understanding, the third to get a positive perception, and the fourth to make it happen (divided into the phases installation, adaptation, institutionalization and internalization). If an SPI initiative only executes one iteration the initiative will never enter the phase where understanding for the new way of working is achieved. The third and the fourth phase where the positive perception among practitioners is reached and where the new way of working will happen are more or less out of reach.

Mathiassen et. al (2002) argue that participation makes improvement happen and there is a need to involve the people whose behavior is to change. This research supports this view and also states that it requires some time, i.e. several full iterations, before people start to change their behavior. An SPI initiative does not only have to plan for involving SPI practitioners. It also has to plan for how to make the practitioners stay current to overcome resistance to change. Aaen (2002) argues for the need of involving practitioners. Aaen’s theory regarding End-user SPI, i.e. help the users to help themselves, requires that the users come to a point where they are willing and capable of giving input to the SPI initiative. In many cases they have to pass the hard chaos phase with most of their effort directed towards overcoming confusion and resistance to change. Only then will they reach a point where they feel integrated in and committed to the change initiative and they can start giving quality input and
feedback to the design of the new process.

5.2 Implications for practice and research

As commitment to SPI is hard to establish and maintain, managers and SPI practitioners are advised to stay current during an SPI initiative to assure that SPI implementation will happen. To stay current with an SPI initiative means dedicating resources and time to assure SPI implementation and use. Moreover, quality feedback is necessary to arrive at a useful process and it often takes time (several iterations) before the engineers start to give relevant feedback.

SPI drivers need to be trained in the change management area to recognize chaos and resistance to change as an indication that the SPI initiative is actually going in the right direction towards higher performance. Far too often, the resistance to change by practitioners is misinterpreted to indicate that the new or updated processes are of poor quality. This might very well be the reason and the very idea with an iterative approach is to test and improve the solution. Nevertheless, resistance to change is natural because of the disturbance new processes cause and it must be expected to emerge independent of whether the solution is good enough or not.

This research does not reject generic structural approaches, but it indicates that we need to learn more about the relation between different structural approaches, the number and nature of iterations executed and practical ways to achieve successful SPI implementation. Weinberg’s (1997) and Connor and Patterson’s (1982) models help us understand the impact change management has on a change initiative and how easy it is to return to the previous phase or never enter a new phase, but we still need to learn more about how iterative approaches relate to other barriers or enablers to successful SPI.

One particular factor that needs to be further explored and understood is the duration of an SPI initiative. The data in Table 1 show that the duration of the 18 SPI initiatives differ and one observation is that the initiatives with longer time periods seem to be more successful in implementing new practices. More research in this area is required to learn and understand how duration affects SPI implementation success.

5.3 Limitations

In this case study there are a number of limitations that affect the outcome of the research. At the outset it has to be stressed that SPI implementation success is not equal to SPI success. SPI implementation success is, however, a first and necessary step to achieve SPI success and is therefore considered an important factor. There is a possibility that SPI Implementation success could be a step towards SPI failure and the findings are therefore presented as indicators, not definite answers.

The finding regarding structural approach and SPI implementations success can also depend on the amount of resources and time spent in the SPI initiative. It is possible that the outcome would have differed if an SPI initiative with a generic approach had spent more time and resources. It is also possible that the outcome would have differed if the time spent within each iteration had been longer and more preparations to handle potential reactions to change had been made. It is also possible that factors like competence, culture, maturity in driving SPI initiatives, and previous knowledge in the area will affect the result in a way that this research does not consider. It is therefore important to further stress that the results from this research are indications rather than firm conclusions.

Abrahamsson (2000) argues that commitment to SPI is difficult to control. The reactions to change vary across initiatives, they are impossible to predict and difficult to manage. Arent (2000) also argues that there is a limit to what can be achieved by commitment to SPI. As the phases can be uncontrollable, it is possible that other scenarios than the ones described in the Satir Change Model (Weinberg, 1997) and Development of Commitment to Change (Connor
and Patterson, 1982) can affect SPI initiatives, including the ones presented here. This paper builds on the belief that the change process is to a large extent manageable and the interpretations made are affected by this perspective.

6 Conclusions

This study indicates that the number of iterations executed within an SPI initiative have a significant impact on SPI implementation success. The data show a correlation between low/medium SPI implementation success and less than two iterations executed within the SPI initiative and between high SPI implementation success and several iterations executed. The research also supports the finding from Börjesson and Mathiassen (2003a), where a dedicated approach provides stronger support for SPI implementation success than a generic approach.

The findings are discussed in relation to the Satir Change Model (Weinberg, 1997) and the Development of Commitment to Change model (Connor and Patterson, 1982). Two patterns arise from the data that show how iterations are executed per phase in the Satir Change Model. One pattern shows SPI initiatives only executing one iteration and never entering the phase where practitioners are exposed to new or modified processes in a way where they understand how the new process will affect their daily work. These SPI Initiatives seldom manage to implement in practice the new way of working. The other pattern shows SPI initiatives executing several iterations, where it takes one iteration to pass each phase. The number of iterations help the SPI initiatives through the different phases to reach higher performance and this is particularly important when passing the chaos phase, where practitioners are exposed to the change in a way that makes them understand how the new process will impact their daily work. These SPI initiatives typically manage to implement in practice the new way of working.

Appendix

<table>
<thead>
<tr>
<th>#</th>
<th>Improvement Area</th>
<th>Volume</th>
<th>Structural Approach</th>
<th># of Iterations</th>
<th>Result</th>
<th>Implementation Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Configuration Management</td>
<td>10 weeks 300 man hours 4 participants</td>
<td>Generic</td>
<td>1.0 – the result was presented in an email where the updated processes could be found. Feedback was given that was considered, but no further improvements were started.</td>
<td>CM policy for projects, CM role description, CM template for projects, Updated internal CM education</td>
<td>Low. The result was considered hard to use. Part of the result was used indirectly, when SPI participants applied the knowledge gained in other projects.</td>
</tr>
<tr>
<td>2</td>
<td>Design Information</td>
<td>21 weeks 400 man hours 6 participants</td>
<td>Generic</td>
<td>1.3 - the result was presented in an email where the updated processes could be found. One resource from the SPI initiative handled some of the feedback, but only a few updates were made and deployed.</td>
<td>Template product information, Unified view on product structuring, A design model</td>
<td>Medium/Low. The intention was to provide a framework for design. The results were mainly implemented in one project that one process engineer worked in.</td>
</tr>
<tr>
<td>3</td>
<td>Estimation and Planning</td>
<td>14 weeks 600 man hours 11 participants</td>
<td>Generic</td>
<td>1.3 - the result was presented in an email where the updated processes could be found. One resource from the SPI initiative handled some of the feedback, but no major updates were made.</td>
<td>List of tasks to be planned in a project, Guidelines for time estimation, Guidelines for replanning</td>
<td>Low. The results were tried out in one project, but it ran into difficulties. Support was weak, and no one helped the project; resources from the SPI initiative were no longer available to make the necessary changes.</td>
</tr>
<tr>
<td>4</td>
<td>Historical Data</td>
<td>16 weeks 200 man hours 4 participants</td>
<td>Generic</td>
<td>1.0 – the result was presented to the steering group. Very little feedback was given and no new updates were made.</td>
<td>Specification of historic project data, Diagrams for historic project data, Updated time reporting rules</td>
<td>Low. The purpose was to build a database of old data and take action from there, but no interesting data were found and thus no changes were made.</td>
</tr>
</tbody>
</table>
### Session VI: SPI and Improvement Implementation

| Module                        | Duration | Participants | Type   | Description                                                                                   | Success | Description
|-------------------------------|----------|--------------|--------|---------------------------------------------------------------------------------------------|---------|-------------------------------------------------
| Introductory Training         | 14 weeks | 620 man hours| Generic | 1.0 – the result was presented at a management meeting. Some feedback was given, but no resources were set free to make new updates. | Medium  | An estimated 50% of managers used the process. Some didn’t know about it and weren’t given the opportunity to learn about it. Managers were given supporting guidelines. More assistance was sometimes needed.
| Module Test                   | 12 weeks | 400 man hours| Generic | 1.3 - the result was presented in an email where the updated processes could be found. One resource from the SPI initiative handled some of the feedback. A few updates were made and deployed. | Medium/Low | The process was only used in one project supported by the driver of the SPI initiative. The project was content with the outcome.
| Project Tracking              | 9 weeks  | 300 man hours| Generic | 1.3 - the ready result was presented at a project meeting. A few updates were made in the receiving project. | Medium/Low | The process was only used in one project supported by the driver of the SPI initiative. Project tracking was moderately successful.
| Resource Handling             | 4 weeks  | 250 man hours| Generic | 1.0 – the result was presented at a management meeting. There was an ambition to further improve the new solution, but no time and resources were prioritised. | Medium  | An estimated 75% of managers used the new process. Those not using the results either didn’t get the help they needed or didn’t believe in the approach.
| Requirements Management       | 10 weeks | 200 man hours| Generic | 1.0 – the result was presented in an email where the updated processes could be found. Feedback was given, but no further improvements were started. | Low     | The results were hard to use. The results were mainly used as a framework by the members of the SPI initiative.
| Requirements Management       | 12 weeks | 330 man hours| Dedicated| 1.3 – the result was presented at a project meeting. One resource stayed current to handle feedback. A few further improvements were made and deployed. | Medium  | The initiative was started because of the low impact of initiative #9. Here, the focus was on one project, and all results were designed to suit its needs.
| Subcontract Management        | 18 weeks | 650 man hours| Generic | 1.0 – the result was presented in an email where the updated processes could be found. A lot of feedback was given, but no resources were prioritised to stay current and work with further improvements. | Low     | The results needed further adaptation to be useful for different projects, but no effort was made to tailor them. Some of the results were indirectly used by process engineers in other projects.
| Requirements Management       | 30 weeks | 1200 man hours| Dedicated| 4.1 – the result was presented to an engineering project. SPI resources stayed current to handle feedback. New solutions were presented and new feedback was given in 4 iterations. The SPI work was ended when resources had to be prioritised to other work. | High    | The process was adapted to a specific project, but needed further adaptation to actually be useful. Process engineers and practitioners solved these problems jointly and made the change happen.
| Analysis & Design             | 30 weeks | 1000 man hours| Dedicated| 5.3 – the result was presented to an engineering project. SPI resources stayed current to address | Medium/High | This is a complex area, and required several iterations of experimenting with processes.
| Session VI: SPI and Improvement Implementation |

<table>
<thead>
<tr>
<th>Title</th>
<th>Duration</th>
<th>Participants</th>
<th>Result</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>14 Implementation</td>
<td>30 weeks</td>
<td>2000 man hours 4 participants</td>
<td>Dedicated</td>
<td>4.0 – the result was presented to an engineering project. SPI resources stayed current to address feedback. New solutions were presented and new feedback was given in 4 iterations before the steering group decided that we should not address more problems for now.</td>
</tr>
<tr>
<td>15 Test</td>
<td>30 weeks</td>
<td>1300 man hours 2 participants</td>
<td>Dedicated</td>
<td>4.0 – the result was presented to an engineering project. SPI resources stayed current to address feedback. New solutions were presented and new feedback was given in 4 iterations before the work ended.</td>
</tr>
<tr>
<td>16 Configuration Management</td>
<td>30 weeks</td>
<td>1650 man hours 6 participants</td>
<td>Dedicated</td>
<td>4.1 – the result was presented to an engineering project. SPI resources stayed current to address feedback. New solutions were presented and new feedback was given in 4 iterations. The work was ended during diagnosing in the 5:th iteration due to prioritisation difficulties.</td>
</tr>
<tr>
<td>17 Project Management</td>
<td>10 weeks</td>
<td>150 man hours 2 participants</td>
<td>Dedicated</td>
<td>3.0 – the result was presented to an engineering project. SPI resources stayed current to address feedback. New solutions were presented and new feedback was given in 3 iterations before the steering group decided that they were now satisfied with the solution.</td>
</tr>
<tr>
<td>18 Process Development Map</td>
<td>30 weeks</td>
<td>200 man hours 2 participants</td>
<td>Dedicated</td>
<td>4.0 – the result was presented to an engineering project. SPI resources stayed current to address feedback. New solutions were presented and new feedback was given in 4 iterations before a good enough result was achieved.</td>
</tr>
</tbody>
</table>
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## Knowledge areas

<table>
<thead>
<tr>
<th>Area</th>
<th>Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software Process Improvement Research</td>
<td>IT University</td>
</tr>
<tr>
<td>SW Quality Assurance</td>
<td>Ericsson</td>
</tr>
<tr>
<td>Configuration Management</td>
<td>Ericsson</td>
</tr>
<tr>
<td>Software Process Improvement work</td>
<td>Ericsson</td>
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<tr>
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</tbody>
</table>

## Tools

- Windows Office packet
- Frontpage
- Image composer
- Req Pro (from a process view)
- Rose (from a process view)
- Clear Case (from a process view)
- Clear DDTS (from a process view)
- Clear Quest (from a process view)

## Training/courses

<table>
<thead>
<tr>
<th>Course</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leadership reflections, 4 days</td>
<td>Jan-May-01</td>
</tr>
<tr>
<td>My leadership, 3 days</td>
<td>Oct-00</td>
</tr>
<tr>
<td>RUP internal courses, 4 days</td>
<td>Jan-Dec-00</td>
</tr>
<tr>
<td>Requirements management, 1day</td>
<td>June-00</td>
</tr>
<tr>
<td>Interview techniques, 1day</td>
<td>April-00</td>
</tr>
<tr>
<td>GPRS System overview, 2 days</td>
<td>Feb-00</td>
</tr>
<tr>
<td>Communication in the leadership, 3 days</td>
<td>Feb-00</td>
</tr>
<tr>
<td>RUP overview, 2 days</td>
<td>Oct-99</td>
</tr>
<tr>
<td>Business management step 2, 3 days</td>
<td>Oct-99</td>
</tr>
<tr>
<td>Business management step 1, 3 days</td>
<td>Sept-99</td>
</tr>
<tr>
<td>OOAD, UML &amp; Rose, 4 days</td>
<td>Aug-99</td>
</tr>
<tr>
<td>GSM survey course, 4 days</td>
<td>Mars-99</td>
</tr>
<tr>
<td>Req Pro, overview, ½ day</td>
<td>Feb-99</td>
</tr>
<tr>
<td>Project management, 4 days</td>
<td>Oct-98</td>
</tr>
<tr>
<td>Ericsson management training, step 1-5, 15 days</td>
<td>–98/99</td>
</tr>
</tbody>
</table>

## Conferences/Seminaries

<table>
<thead>
<tr>
<th>Conference</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRIS 26, paper presentations, 3 days</td>
<td>Aug-03</td>
</tr>
<tr>
<td>ECIS Doctoral Consortium, 3 days</td>
<td>June-03</td>
</tr>
<tr>
<td>HICSS 36, paper presentation, 4 days</td>
<td>Jan-03</td>
</tr>
<tr>
<td>IRIS 25, paper presentation, 3 days</td>
<td>Aug-02</td>
</tr>
<tr>
<td>E/// Rational User conference - speaker, 1 day</td>
<td>Oct-01</td>
</tr>
<tr>
<td>Methods - do we have time for that, 1 day</td>
<td>Oct-00</td>
</tr>
<tr>
<td>E/// Rational User conference - speaker, 2 days</td>
<td>Sept-00</td>
</tr>
<tr>
<td>Change in Telecom, 2 days</td>
<td>March-00</td>
</tr>
<tr>
<td>Killer applications for the mobile society, 1 day</td>
<td>Oct-99</td>
</tr>
</tbody>
</table>
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Abstract

Static code analysis tools (Static Code Analyzers) help to cut down the large amounts of time required for manual code reviews and additionally support many aspects of software quality assurance for the project. Static Code Analyzers are capable of giving very useful code metrics from which an analysis database for the project can be created. In addition, visualization of code structure, and detailed reports on key aspects of the source code can be easily generated. This paper presents the experience of the team, SCCT (Static Code Checking Technology, a member of the Software Technology Appreciation Group in the organization, PSC (Philips Software Centre (P) Ltd., Bangalore), in making an in-depth study of the existing usage of the static code analysis tools in the organization, evaluating their functional scope with respect to the standard requirements of a static code analysis tool, suggesting thereby “appropriate” tools and provides tips regarding how to make a good choice of the tool.
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1 Introduction

Software systems, today, have become larger and more complex. In today’s consumer electronic products, the high integrity software needs to be checked as thoroughly as possible for its correctness, before its fusion in the product. Static code analysis is a method of determining properties of programs by inspecting their code, without executing them. These properties can be used to optimize the programs [1]. Using the dynamic testing to verify the behavior of large programs such as embedded critical software does not provide enough information on the complexity and quality of the code. The failure rate of software can not be predicted, as software does not conform to any known statistical model. Static code analysis helps to reason about the structure of the code easily and thereby helps users to understand the code. In addition, visualization of code structure and detailed reports on key aspects of the source code can be easily generated. Of late, software development projects are defining static code analysis as an indispensible part of the set of procedures governing the software quality assurance for the project.

Static code analysis enables one to detect a significant number of defects in the code, at a much early stage in the software development cycle, even before the code is compiled. Performing code reviews manually to catch such static defects as coding standard deviations, language misuse, potential loopholes in the code etc. exacts vast amounts of time. Static code analysis tools (Static Code Analyzers) help to cut down the large amounts of time required for manual code reviews and additionally support many aspects of software quality assurance for the project. Static Code Analyzers are capable of giving very useful code metrics from which an analysis database for the project can be created.

This paper presents the experience of the team, SCCT (Static Code Checking Technology, a member of the Software Technology Appreciation Group in the organization, PSC (Philips Software Center (P) Ltd., Bangalore), in making an in-depth study of the existing usage of the static code analysis tools in the organization, evaluating their functional scope with respect to the standard requirements of a static code analysis tool, suggesting “most appropriate” tools and providing tips regarding how to make a good choice of the tool. This paper thereby intends to suggest how to make a good choice of the tool.

2 Significance

Software system often needs to be modified to meet new requirements or to add new features. Making changes to code which is spread across multiple text-files may induce inconsistencies to other modules of the code [2]. In such scenarios, code inspection will require vast amounts of time and becomes very difficult to perform since the code is not easily traceable. With a poor documentation of the source code it adds more woes to the code inspections since it becomes cumbersome to understand the code.

Collecting code metrics in such large software systems, when done manually, consumes lot of time. It is again time consuming to remeasure the quality of an entire system after one or more source files are modified [2].

Therefore, static code analysis tools are significant from the following two perspective:

• First, to reduce code review or inspection time and thereby speed up the review process
• Second, to gather useful code metrics to measure code quality and for supporting quality assurance actions

With the help of good static analysis tools, the user can gain a quick insight into the problematic areas of code, areas that need much focus for review and/or rewrite [3]. Static code analysis tools can check and identify syntax, unreachable code, infinite loops, initialization errors, code complexity, uncalled functions, possible array bound errors and much more. These tools can also operate quite fast, operating on about 100,000 lines of input in under one second. They also generate a variety of useful code metrics like for e.g., McCabe’s cyclomatic complexity metric and simplify the code documentation by
providing easy to read charts and reports in system/function levels.

3 Overview of our work

The Static Code Checking Technology (SCCT)-team started the work with the following main objectives:

- To evaluate the usage of the existing tools in the organization
- To evaluate the functional scope of these tools with respect to the requirements of a standard static code analyzer
- To recommend appropriate tools and guidelines for making a wise choice of a static code analysis tool
- To bring in the changes needed in the related processes and technologies in the organization to improve the effectiveness of static code checking

An extensive survey was conducted across the organization, to assess the usage trend of the static code analysis tools. Then, a detailed gap analysis of the functional scope of the existing tools with respect to the standard requirements of a static code analysis tool, was made. Based on the outcome, the “most appropriate” tools are suggested. Recommendations are made for a wise choice of the tools.

4 Towards making a wise choice

In this section, firstly is presented the approach followed by the SCCT-team to select the “most appropriate” tools (section 4.1) and secondly, factors and issues influencing a wise choice of the tool are addressed (section 4.2).

4.1 Our approach

As the first step, with the intent of gathering a clear outlook on the existing tool usage profile, an extensive survey was conducted throughout the organization. This survey was done based on a questionnaire that exacted critical details such as the name of the tool, purpose for which it is being used, language and platform on which the tool can work, ease of use of the tool and any problems being faced while tuning the tool to the needs of a project. Some additional general information such as the name of the project for which the tool is used, names of the user and department, which owns the project etc., were also gathered. It was found that broadly, three categories of projects existed in which static code analysis tools are being used. These categories are respectively, projects based on C-programming language, projects based on C++-programming language and projects based on JAVA-programming language. The usage profile of the tools is presented in Appendix 1.

As the second step, standard requirements of a static code analyzer tool, in general, are formulated. These are presented in Appendix 2 and serve as ready reference.

As the third step, currently used tools: QA C (version 4.2.1), QA C++ (version 1.2), LCLint (version 2.5), CodeCheck (version 2.20), QStudio JAVA (version 1.7) and a proprietary tool (version 02 – an in-house built tool for the MIMIT project group of Philips Medical Systems product division) developed for the sole purpose of enforcing project specific JAVA coding standards, are evaluated with respect to these standard requirements. Statistics of this gap analysis report are presented in Appendix 3. Based on the gap analysis, “best” candidates for each of the three project category are selected and suggested.

As can be seen from the usage profile of the tools in Appendix 1, QA C [4] has the majority usage in

4.2 Weighting factors

Selection of an appropriate static code analyzer depends on several factors out of which some are governed by the software project constraints. The selection depends primarily on the coding language used in the project. Other factors like cost, ease-of-use etc. also play their role influencing the final selection. The following are the important factors that can be assigned a weight on an appropriate scale (say, a scale of 1-10) that can be fixed based on a consensus of the user community and the project management team, in the project:

4.2.1 Ease of use
Denotes the user-friendliness of the tool for the purpose of usage.

4.2.2 Ease of customization
Quantifies the effort required for configuring the tool for enforcement of project specific coding standards and desired code metrics. It should be simple and should take less effort to customize the tool to enforce a project specific coding standards/guidelines and to produce the required set of code metrics.

4.2.3 Ability to generate reports and documentation
Quantifies the ability to generate a wide variety of graphical reports and diagrams on the structure of the analyzed code, easy-to-refer documentation on the analyzed source files, graphical reports on code metrics measured and to produce a database containing the analysis data for the whole software project.

4.2.4 Cost
The cost of the tool should be worked out so that it can be weighed against the total project cost and the available budget to see if feasible to be purchased. Any additional cost due to the tool support and maintenance should also be worked out for feasibility of purchase.

4.2.5 Tool support
Any maintenance support for the tool purchased is also important to be considered when offered by the tool vendor.

4.2.6 Tool functional scope
The functional scope of the tool can be evaluated against the standard requirements presented in Appendix 2. Then the criteria for selecting the “appropriate” tool can be determined based on the number of vital requirements met by the tool.

All of the above listed factors have to be considered and wisely weighed out before making a final choice.
5 Conclusions

As the importance of static code analysis tools are being realized and appreciated, gradually their use is being mandated for code quality assurance purposes in many software development projects, today. But choosing an ‘appropriate’ candidate to fit well the scope of a software development project is not straight-forward. An in-depth insight is required before finalizing a selection.

A standard set of requirements for a static code analyzer tool has been formulated and provided in Table 1 in Appendix 2. This set of requirements were used to evaluate the functional scope of the tools QA C, QA C++, CodeCheck, LCLint, QStudio JAVA and the proprietary tool, used in various projects in the organization. This same set of requirements can be used to evaluate other static code analysis tools as well. As can be noticed from the gap analysis statistics with respect to the tool functional scope in Appendix 3, QA C, QA C++ and QStudio JAVA have emerged as the “most appropriate” candidates for the given projects in the organization.
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<table>
<thead>
<tr>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>File Specific</strong></td>
</tr>
<tr>
<td>• Capable of checking for the presence of File-header and Function-header (comment blocks)(^1)</td>
</tr>
<tr>
<td>• Program/file/function compactness (active lines, comment lines, blank lines and the percentage, partial comment lines and the percentage, and total lines)(^1)</td>
</tr>
<tr>
<td>• Program/class/function complexity(^1)</td>
</tr>
<tr>
<td>• Complexities involved in Program logic, Control flows, Logic path, Class, Base class and Derived class, Data member and Method / Function member, Constructor and Destructor, Friend Function/Class, Class nesting, Template(^1)</td>
</tr>
<tr>
<td>• Identifying the classes affected when a class / function / data element is changed(^1)</td>
</tr>
<tr>
<td>• Template for control structures supported by the language (layout and code structure generated automatically when coding)(^1)</td>
</tr>
<tr>
<td><strong>Function Specific</strong></td>
</tr>
<tr>
<td>• Virtual functions(^1)</td>
</tr>
</tbody>
</table>

\(^1\) With a High priority preference
<table>
<thead>
<tr>
<th>Error checking/warning</th>
<th>Graphic representation of the analysis results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntax error, Semantic error</td>
<td>Capable to graphically display function call relationship, class inheritance, class-object coupling, program logic, program control flow, logic path, program tree, class nesting and quality measurement results</td>
</tr>
<tr>
<td>Semantic error</td>
<td>Command line Interface should be available</td>
</tr>
<tr>
<td>Confusing operator precedence in mathematical and logical expressions</td>
<td>Highlightable (can highlight a logic path with the path execution condition extracted on a control flow diagram, highlight a function with the related functions calling it, called by it, or both on a call graph, highlight the functions related to a global variable or static variable on the generated function call graph, etc.)</td>
</tr>
<tr>
<td>Unused code (functions), Unused global variables, Unused static variables</td>
<td>Searchable with search engines automatically built-in with the reporter or graphical viewer</td>
</tr>
<tr>
<td>Unused labels, Uninitialized variables, ISO/ANSI standards violation, Portability Issues, Complexities, Use of unspecified and undefined language features, Maintainability issues (missing &quot;break&quot; in switch-case constructs)</td>
<td>Traceable / linkable (linking the function call graph to the logic diagram or control flow diagram from each function box by a mouse click, linking a calling statement to the called function, a goto statement to the corresponding label, an object definition to the class definition / constructor, from a node of class /function from the program tree to the body of the class/function on a generated logic diagram of an entire program, etc.)</td>
</tr>
<tr>
<td>Error checking/warning, Grammar</td>
<td>Graphic representation of the analysis results</td>
</tr>
<tr>
<td>Syntax error, Semantic error</td>
<td>Capable to graphically display function call relationship, class inheritance, class-object coupling, program logic, program control flow, logic path, program tree, class nesting and quality measurement results</td>
</tr>
<tr>
<td>Semantic error</td>
<td>Command line Interface should be available</td>
</tr>
<tr>
<td>Confusing operator precedence in mathematical and logical expressions</td>
<td>Highlightable (can highlight a logic path with the path execution condition extracted on a control flow diagram, highlight a function with the related functions calling it, called by it, or both on a call graph, highlight the functions related to a global variable or static variable on the generated function call graph, etc.)</td>
</tr>
<tr>
<td>Unused code (functions), Unused global variables, Unused static variables</td>
<td>Searchable with search engines automatically built-in with the reporter or graphical viewer</td>
</tr>
<tr>
<td>Unused labels, Uninitialized variables, ISO/ANSI standards violation, Portability Issues, Complexities, Use of unspecified and undefined language features, Maintainability issues (missing &quot;break&quot; in switch-case constructs)</td>
<td>Traceable / linkable (linking the function call graph to the logic diagram or control flow diagram from each function box by a mouse click, linking a calling statement to the called function, a goto statement to the corresponding label, an object definition to the class definition / constructor, from a node of class /function from the program tree to the body of the class/function on a generated logic diagram of an entire program, etc.)</td>
</tr>
<tr>
<td>Error checking/warning, Grammar</td>
<td>Graphic representation of the analysis results</td>
</tr>
<tr>
<td>Syntax error, Semantic error</td>
<td>Capable to graphically display function call relationship, class inheritance, class-object coupling, program logic, program control flow, logic path, program tree, class nesting and quality measurement results</td>
</tr>
<tr>
<td>Semantic error</td>
<td>Command line Interface should be available</td>
</tr>
<tr>
<td>Confusing operator precedence in mathematical and logical expressions</td>
<td>Highlightable (can highlight a logic path with the path execution condition extracted on a control flow diagram, highlight a function with the related functions calling it, called by it, or both on a call graph, highlight the functions related to a global variable or static variable on the generated function call graph, etc.)</td>
</tr>
<tr>
<td>Unused code (functions), Unused global variables, Unused static variables</td>
<td>Searchable with search engines automatically built-in with the reporter or graphical viewer</td>
</tr>
<tr>
<td>Unused labels, Uninitialized variables, ISO/ANSI standards violation, Portability Issues, Complexities, Use of unspecified and undefined language features, Maintainability issues (missing &quot;break&quot; in switch-case constructs)</td>
<td>Traceable / linkable (linking the function call graph to the logic diagram or control flow diagram from each function box by a mouse click, linking a calling statement to the called function, a goto statement to the corresponding label, an object definition to the class definition / constructor, from a node of class /function from the program tree to the body of the class/function on a generated logic diagram of an entire program, etc.)</td>
</tr>
<tr>
<td>Error checking/warning, Grammar</td>
<td>Graphic representation of the analysis results</td>
</tr>
<tr>
<td>Syntax error, Semantic error</td>
<td>Capable to graphically display function call relationship, class inheritance, class-object coupling, program logic, program control flow, logic path, program tree, class nesting and quality measurement results</td>
</tr>
<tr>
<td>Semantic error</td>
<td>Command line Interface should be available</td>
</tr>
<tr>
<td>Confusing operator precedence in mathematical and logical expressions</td>
<td>Highlightable (can highlight a logic path with the path execution condition extracted on a control flow diagram, highlight a function with the related functions calling it, called by it, or both on a call graph, highlight the functions related to a global variable or static variable on the generated function call graph, etc.)</td>
</tr>
<tr>
<td>Unused code (functions), Unused global variables, Unused static variables</td>
<td>Searchable with search engines automatically built-in with the reporter or graphical viewer</td>
</tr>
<tr>
<td>Unused labels, Uninitialized variables, ISO/ANSI standards violation, Portability Issues, Complexities, Use of unspecified and undefined language features, Maintainability issues (missing &quot;break&quot; in switch-case constructs)</td>
<td>Traceable / linkable (linking the function call graph to the logic diagram or control flow diagram from each function box by a mouse click, linking a calling statement to the called function, a goto statement to the corresponding label, an object definition to the class definition / constructor, from a node of class /function from the program tree to the body of the class/function on a generated logic diagram of an entire program, etc.)</td>
</tr>
<tr>
<td>Error checking/warning, Grammar</td>
<td>Graphic representation of the analysis results</td>
</tr>
<tr>
<td>Syntax error, Semantic error</td>
<td>Capable to graphically display function call relationship, class inheritance, class-object coupling, program logic, program control flow, logic path, program tree, class nesting and quality measurement results</td>
</tr>
<tr>
<td>Semantic error</td>
<td>Command line Interface should be available</td>
</tr>
<tr>
<td>Confusing operator precedence in mathematical and logical expressions</td>
<td>Highlightable (can highlight a logic path with the path execution condition extracted on a control flow diagram, highlight a function with the related functions calling it, called by it, or both on a call graph, highlight the functions related to a global variable or static variable on the generated function call graph, etc.)</td>
</tr>
<tr>
<td>Unused code (functions), Unused global variables, Unused static variables</td>
<td>Searchable with search engines automatically built-in with the reporter or graphical viewer</td>
</tr>
<tr>
<td>Unused labels, Uninitialized variables, ISO/ANSI standards violation, Portability Issues, Complexities, Use of unspecified and undefined language features, Maintainability issues (missing &quot;break&quot; in switch-case constructs)</td>
<td>Traceable / linkable (linking the function call graph to the logic diagram or control flow diagram from each function box by a mouse click, linking a calling statement to the called function, a goto statement to the corresponding label, an object definition to the class definition / constructor, from a node of class /function from the program tree to the body of the class/function on a generated logic diagram of an entire program, etc.)</td>
</tr>
</tbody>
</table>

1 With a High priority preference
### Session VII: SPI and Analysis/Measurement

- Sorting/indexing all analysis results/data

### Others
- Client-server application support in a NFS-network
- Multiusers support through network license sharing and control
- Allow the user to tune error/warnings for the need of the project
- Graphical (Motif/Openlook/Windows) user interface
- Adding a small search engine to the reporter and Graphical viewer
- Allowing user to build his/her bookmarks to mark chosen items on the generated reports or diagrams of an entire program
- Attaching a click-to-jump table of calling statement locations with a function definition on the linked diagrams for easily checking the types and the numbers of parameters at each calling statement
- Allowing user to change the colors of the diagrams / charts
- Allowing user to view any sub-set of a program for all reports
- Allow to determine the metrics/standard violations for legacy and newly added code

### Quality measurement using Structure and Object-Oriented metrics
- Cyclomatic complexity
- Akiyama’s criterion
- Estimated Static Program Path
- Myer’s interval
- Deepest level of nesting
- Number of dangling else if
- Number of executable lines
- Number of Goto’s
- Number of code lines
- Unused Variables
- Number of functional calls
- Path density
- Residual bugs
- Code portability as percentage
- Comment to Code Ratio
- Number of External Variables declared
- Number of functions in a file
- Number of Static Variables declared
- Total number of Variables
- Total preprocessed code lines
- Total unpreprocessed code lines

---

1 With a High priority preference
2 With a Low priority preference
- Lines of Code / class
- Number of Methods / class
- Number of Method Users / class
- Weighted Methods / Class in multiple complexity metrics
- Depth of inheritance / class
- Number of Children / class
- Coupling between objects
- Response for a class
- Lines of Code Reused / class
- Ratio of Code Reused / class
- Metrics selection support
- Standard value setting support
- Quality data collection
- Quality evaluation and graphic result display in 2D and 3D diagrams
- Allowing user to select only one class or one function to view its quality measurement result
- Allowing user to assign different weight to different metrics for evaluating the total quality of a program
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Figure 2: Evaluation statistics for the tools: QA C, QA C++, LCLint, CodeCheck, QStudio JAVA and the Proprietary Tool

11 Author CVs

1 With a High priority preference
2 With a Low priority preference
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A Case-based Assessment of Recommendations for Implementing Software Metrics

Helle Damborg Frederiksen

Abstract

Textbooks on software engineering agree that software metrics are useful in managing and improving software processes. Substantial amounts of recommendations have been given to practitioners on how to implement metrics programs. State-of-the-art recommendations were used in a Danish software organization implementing a metrics program for benchmarking and improvement purposes. After five years the organization’s metrics program and practices were systematically analysed, and it turned out that the benefits from the metrics program were not as great as expected. Where did the recommendations – or the company – fail? The purpose of this paper is to assess the recommendations on implementing software metrics based on the case. The assessment is done in two steps: 1) An experience-based assessment, and 2) A theory-based assessment. The theory-based assessment draws on alternative perspectives on software metrics programs. From the assessment it is suggested how the recommendations for implementing software metrics could be improved.
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1 Introduction

Management of software development processes is a complex task. Often projects are behind schedule and the resulting applications lack quality. To perform the task, managers depend on different types of evaluations of the software development process, e.g. written reports from project managers or software metrics like productivity, quality, adherence to schedule and budget. Several companies have implemented metrics programs to support managers in their decisions. However, the benefits from the implementation are not as great as expected. Nearly 80% of software metrics programs fail within the first two years (Dekkers, 1999).

It is challenging and resource demanding to establish well functioning metrics programs. Various writers have expressed this, and some of them have captured key elements in successful metrics program implementation (Rifkin & Cox, 1991; Pfleeger, 1993; Dekkers, 1999; Iversen & Mathiassen, 2003). Hall & Fenton (1997) have summarized some of these insights in the following advice on metrics implementation: Incremental implementation, transparency, usefulness, developer participation, metrics integrity, feedback, automated data collection, practitioner training, gurus and champions, dedicated metrics team, and goal-oriented approach.

This kind of advice is helpful when implementing a metrics program in an organization. However, practitioners have to interpret and prioritize the advice in the setting of their own organization, e.g. how is the feedback going to be performed, and how should the metrics team be organized. In other words, the advice should be transformed into operational actions in the organization.

The Danish software company, SWH (the company is anonymous), has implemented an elaborate metrics program. This paper describes how the company used the recommendations to assist in their implementation of the metrics program. However, an analysis of the metrics practices revealed five years after the implementation that the benefits from the metrics program were not as great as expected. We ask: Where did the recommendations or the company fail?

We use the SWH-case to assess the recommendations. This is done in two steps as illustrated in Figure 1. The first step is an assessment based on the experience from SWH. Next we do a theory-based assessment in order to further understand the experiences from SWH and to get inspiration as to how to improve the recommendations. The improved recommendations will not necessarily guarantee success for practitioners that adopt them. However, the likelihood of success is expected to increase.

![Assessment](image)

**Figure 1: Structure of the assessment.**

We conducted a case study (Yin, 1994) at SWH in order to do the experience-based assessment. To do the theory-based assessment we searched the relevant literature to find theories that could support and explain the findings from SWH. That led us to work by Niessink & Vliet (1999) and Kautz & Nielsen (2002). Niessink & Vliet introduce a model, which stresses that the implementation of a metrics program should always support the solving of a problem in the organizational context. Kautz & Nielsen emphasize issues related to organizational change and suggest a perspective that is suitable for implementing a metrics program.

Data for the experience-based assessment included the artifacts, the roles, the processes etc. of the metrics program at SWH. The collection and analysis of the data was one of the initial activities of a 3-year action research effort (Mathiassen, 2002) at SWH with the purpose of improving metrics practices. The author, who is an employee at SWH, performed the research and was originally a partici
pant in the project to implement the metrics program. The investigation was performed in close collaboration with the practitioners that played an active role in the design and implementation of the metrics program at SWH. The primary source was the project manager of the implementation project, and the investigation included unlimited access to material from the implementation of the metrics program at SWH, e.g. numerous documents, minutes of meetings, e-mails, and a personal log kept by the author of this paper.

The structure of the paper is as follows. Section 2 provides an overview of the recommendations summarized by Hall & Fenton (1997). The company, SWH, and their metrics program are presented in section 3. The experience-based assessment is then presented in section 4, including SWH’s interpretation of the recommendations and a summary of the conclusions of the analysis of the metrics practices at SWH. Section 5 provides a presentation of the theories used for and the result of the theory-based assessment. The resulting overall assessment of the recommendations given by Hall & Fenton is then discussed in section 6, and improvements to the recommendations are suggested. Lastly, section 7 concludes the paper and illustrates the implications for research and practice.

2 Recommendations on Implementing Metrics

Over the years a lot of advice on implementing metrics programs has been provided. Mostly, the recommendations in the literature are based on single program experiences. Hall & Fenton (1997) have studied available research, and identified a consensus on requirements for success of metric programs. Therefore it is of general interest to our field to assess and if possible improve the recommendations by Hall & Fenton. SWH used the recommendations to guide the implementation of their metrics program during 1996-97. We have recently conducted a critical analysis of the resulting metrics program (Frederiksen & Mathiassen, 2002) and this provides an interesting basis for assessment of the recommendations. Hall & Fenton summarize the advice as listed below:

- Incremental implementation: Implementing a metrics program over time holds significantly less risk than a “big bang” approach.
- Transparency: The metrics program must be obvious to practitioners. They must understand what data is being collected, why it is being collected, and how it is being used.
- Usefulness: The usefulness of metrics data should be obvious to all practitioners. Otherwise, they will collect data without enthusiasm and the data will probably lack validity.
- Developer participation: Developers should participate in designing the metrics program. This way, buy-in is more likely, as is the implementation of a more incisive metrics program.
- Metrics integrity: Practitioners should have confidence in the collected data. They should believe it is sensible to collect, accurately collected, and not being “fiddled”.
- Feedback: When practitioners get feedback on the data they collect, it gives them a clear indication that the data is being used.
- Automated data collection: Data collection should be automated wherever possible. Minimizing extra work for developers also minimizes developer resistance to metrics. Furthermore, the data collected is more likely to be valid.
- Practitioner training: The metrics program should have a base of trained practitioners. Appropriate training must be targeted at all levels in a company and should range from awareness rising to training in statistical analysis techniques.
- Gurus and champions: Organizations can increase practitioners’ initial enthusiasm by bringing in an external metrics guru. Organizations should also appoint internal metrics champions to help with the difficult and arduous task of sustaining a metrics program.
- Dedicated metrics team: Responsibility for the metrics program should be assigned to specific individuals.
- Goal-oriented approach: It is very important that companies collect data for a specific purpose. Usually the data will be for monitoring the attainment of an improvement goal.
The study of Hall & Fenton confirms that the success of a metrics program depends on a carefully planned implementation strategy. Furthermore, success seems linked to an organization’s willingness to do background research on other metrics programs and use advice given in the published experiential reports. However, there is no advice on how the organization should use the recommendations.

3 The Metrics Program at SWH

The business of SWH is to develop, maintain and run IT-solutions for the local authorities in Denmark. The more than 2400 employees including almost 700 software developers make SWH one of the largest software organizations in Denmark, and it is operating at different sites located across Denmark. The software development is largely organized in projects and teams according to applications. A unit supporting the software organization with methods, tools and techniques is responsible for software process improvement initiatives and for the metrics program. SWH has a longstanding tradition of collecting simple measures, e.g. the number of faults in an application. In 1996 the CEO initiated a project to implement an elaborate metrics program with the intention of increasing productivity and quality in the software development process at SWH. In order to identify the weaknesses of the software development process, SWH should be benchmarked against other software development companies. Hence, an external contractor, Compass, supplied the metrics program called Development Compass.

The basic elements of the model in Development Compass are projects and applications. Furthermore, data on general overhead activities, personnel, development software, hardware, and systems software is collected. The model includes about 500 data points, a third of which are compulsory.

The supply of data (measures) to the metrics program is illustrated in Figure 2. The project and team managers supply measures on their own projects and applications to the metrics program every three months. The measures include time spent on various activities (study, analysis, project management etc.) and measures on errors reported on and corrected in applications in the measurement period. The measures are supplemented with characteristics of the project or application, e.g. business area, technology and size measured in function points. On demand from the project or application manager a function point analyst in the unit counts the number of function points.

Units external to the software unit supply measures on personnel, and expenses for consultants and software etc. A controller in the software unit supplies the data on time spent on activities not related to projects and applications, e.g. management and administration.

The data is processed, validated and packaged at SWH before they are sent to the contractor, Compass. Having processed the data Compass sends a set of results and graphs to SWH. The results include indicators at a general level and at a project and application level, e.g. number of faults in ap

Figure 2: The metrics program at SWH.
plication per function point, number of function points delivered per day in projects etc. The indicators are used for benchmarking SWH against a reference group at Compass. Furthermore, the results are used for internal benchmarking among the software units. The purpose of the benchmarking is to identify possible areas for improvement. A selection of the results is fed back to the organization.

Once a year, Compass delivers a written report. The report includes an analysis of identified strengths and weaknesses at SWH, and a set of recommendations for further actions. Compass and the software process improvement organization present the report to top management. After top management has discussed the report the results are available to the project and team managers.

The metrics staff at SWH consists of a specialist and a group of controllers. The specialist is responsible for the metrics program. The responsibility includes specifying the strategy for the measurements and mapping the model from Compass to the software practice at SWH. The controllers are responsible for controlling the data collection in the unit, supporting the project and application managers in supplying data, and presenting results in the unit. The specialist and the controllers are organized in a group that meets on a regular basis. Generally, the members of the metrics staff spend 25% of their time on the measurements.

4 Experience-based Assessment

The experience-based assessment has two inputs: 1) SWH’s interpretation of the recommendations (presented in section 4.1 to 4.4), and 2) The conclusions from our recent analysis of the resulting metrics practices at SWH (presented in section 4.5).

In order to benefit from recommendations like those suggested by Hall & Fenton in section 2 you have to interpret them in the setting of your own organization. Interpretation in an organization consists of prioritizing the recommendations and transforming them into actual activities. The priorities of the recommendations specified by SWH are listed in Table 1. For each recommendation a priority of high, medium or low is indicated.

<table>
<thead>
<tr>
<th>Recommendation</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incremental implementation</td>
<td>High</td>
</tr>
<tr>
<td>Transparency</td>
<td>Medium</td>
</tr>
<tr>
<td>Usefulness</td>
<td>High</td>
</tr>
<tr>
<td>Developer participation</td>
<td>Low</td>
</tr>
<tr>
<td>Metrics integrity</td>
<td>High</td>
</tr>
<tr>
<td>Feedback</td>
<td>Medium</td>
</tr>
<tr>
<td>Automated data collection</td>
<td>Low</td>
</tr>
<tr>
<td>Practitioner training</td>
<td>High</td>
</tr>
<tr>
<td>Gurus and champions</td>
<td>Low</td>
</tr>
<tr>
<td>Dedicated metrics team</td>
<td>High</td>
</tr>
<tr>
<td>Goal-oriented approach</td>
<td>Low</td>
</tr>
</tbody>
</table>

Table 1: SWH’s priorities of recommendations.

In this paper we will look at four key recommendations. Similar arguments apply to the remaining recommendations. For a detailed description of SWH’s interpretation of the total set of recommendations
see (Bøttcher & Frederiksen, 2001).

### 4.1 Incremental Implementation

Hall & Fenton: Implementing a metrics program over time holds significantly less risk than a “big bang” approach.

An incremental implementation makes it possible to learn from experience before involving the entire organization. However, it is not trivial to decide on which parameters should be incremental. Should it be the number of measures, the number of projects or the number of sites?

In SWH Compass was implemented in three phases. Compass provided the definition of the metrics to be used. Before implementing the metrics program there was a need to translate and transform the metrics into the terminology and processes of SWH. To enable this transformation a rough translation of the Compass model was prepared.

When initializing the measurement, a pilot project was established to adapt the metrics program to SWH, to establish tools for data collection, and to get an idea of the types and usefulness of the results. In this pilot all the compulsory data points in the Compass metric were implemented. This left out a large part of the metrics program, but approximately 150 measures were still left for implementation. To limit the pilot further the first month of the pilot was limited to 3 projects and 2 applications. During the full length of the pilot the implementation was limited to a maximum of 8 projects (2 on each site) and 16 applications (4 on each site).

Piloting the metrics across all sites was considered important to allow for learning on the complexity in implementing the metric in different sites with potentially different processes, procedures and terminology. All of these differences had to be unified to the degree required by the metric.

A pilot based on approximately 150 data points led to some variation in the detail in which the data points were defined and tested. Another, less complex strategy would have been to limit the metric further by a sequential pilot implementation of the Compass main areas: projects, applications, and general IT-company metrics. However, the model requires that all of the compulsory data points are used.

Eighteen months after the pilot project started, an implementation project was established to roll out the metric across all projects and 80 % of the applications within a year and a half. In this phase, the limitation of only focusing on the compulsory measures in the Compass metric was maintained. A wider organizational implementation was chosen over a more complete use of the Compass metric. A wide implementation would provide an analysis that covered most of the company but in less detail.

### 4.2 Usefulness

Hall & Fenton: The usefulness of metrics data should be obvious to all practitioners. Otherwise, they will collect data without enthusiasm and the data will probably lack validity.

The collected data should be considered useful by the data suppliers in order to motivate them. Motivation is important to ensure quality in data. The complexity of adapting this recommendation depends on the metrics. If the metrics are useful in controlling the project, the project managers tend to be more motivated than if the metrics are used for long-term process improvement.

The implementation of the Compass metric was originally motivated by top management's wish to benchmark company performance and improve processes based on quantitative data. For instance the productivity of different tools should be compared. However, during and after the pilot and implementation projects we have aimed at making additional use of the data visible to all levels of the development organization. We have, for example, established an estimation model based on the metrics program. This model uses the historical information in the data to provide project estimates.
In the first two years of piloting and implementing Compass, it was hard to communicate the usefulness of the metrics data. The use of project data for estimating future projects was communicable to most parts of the organization. For project data this meant that data quality was high, whereas in the other parts of the metric, application areas and cost measures, data quality did not improve until actions were taken based on the results. These actions were process improvement initiatives, such as software configuration management, or setting goals for performance. This indicates that the use and usefulness of data were better understood at this point.

4.3 Dedicated Metrics Team

Hall & Fenton: Responsibility for the metrics program should be assigned to specific individuals.

A dedicated metrics team is needed to remain focused on the metrics program. More specifically, a project is needed to make the implementation happen. Otherwise, the implementation tends to be lengthy and usually unsuccessful. Adapting the recommendation is not very complex. However, retaining commitment and sponsorship is an ongoing problem.

To implement the metrics program a pilot and an implementation project was established. An important part of the implementation project was to design the organization to be responsible for the metrics program after concluding the project. The organization turned out to have close resemblance to the project. All the participants from the project became members of a metrics team called the Compass-group. The project manager became the chairman of the group and the involved tasks were similar. Hence, the transition from project to permanent organization went smoothly.

During the implementation the function point analysts were organized in a group. This group remained unchanged after concluding the project.

4.4 Goal-oriented Approach

Hall & Fenton: It is very important that companies collect data for a specific purpose. Usually the data will be for monitoring the attainment of an improvement goal.

According to Hall & Fenton a goal-oriented approach is not vital to the implementation of a metrics program. It is possible to have several goals, e.g. benchmarking and estimation. However, the usefulness of the metrics program will be clearer if there is a well-defined goal. Hall & Fenton mention that weak motivation is common, and that the relationship between weak motivation and failure of the metrics program is not clear. Adapting the recommendation on a goal-oriented approach is not simple. Defining the goal in detail is a complex task.

The goal of implementing the metrics program at SWH was to increase development productivity and application quality. The CEO formulated the goal at this very general level. The goal was not elaborated, and no criteria for fulfilling the goals were specified. To define the criteria a baseline of the productivity and the quality was needed. The intention was to set this baseline from the first reports from Compass. However, this never happened.

To achieve the goal of increasing productivity and quality the metrics program should be used for benchmarking SWH against other software companies. Benchmarking requires a common model for collecting data and for calculating indicators to be able to compare the results. The model and a set of data for benchmarking were supplied by Compass.

4.5 Analysis of Metrics Practices at SWH

Five years after the implementation of the metrics program at SWH we analyzed the resulting metrics program and practices. The analysis was conducted as a case study (Yin, 1994) viewing the metrics
program as an information medium to support software management and improvement efforts. The analysis of the metrics practices of SWH is reported in (Frederiksen & Mathiassen, 2001). The conclusions from the analysis are in summary:

- The data suppliers do not understand the precise definitions of metrics and measures.
- The metrics program contains a lot of data that is potentially useful for several purposes, e.g. tracking the amount of resources used for correcting errors.
- The primary use of the metrics is by the software improvement agents for high-level software process improvement.
- Most software engineers and managers do not appreciate the actual use of the metrics program. Most managers believe they can run their business without the metrics program.
- A proper interpretation of data requires insight into the metrics program, the submitted measures, and the actual software practices. Few are capable of that, hence, results are often presented in quite general terms and the readers are left to interpret them on their own.
- There are few managerial responses based on information from the metrics program.

### 4.6 Summary of Experience-based Assessment

From section 4.1 to 4.4 it appears that it is a challenging task to interpret the recommendations in the context of an organization. For instance, the recommendation on incremental implementation could be operational in several ways depending on how you interpret the term incremental. Is it the number of measures, number of projects or sites that vary? In the recommendation on usefulness the aspect of time should be acknowledged. Measurement for software process improvement is useful in a long-term perspective. People need, however, measures to be useful in the short-term perspective as well. Furthermore, having a goal of software process improvement is too vague, it should be specified in more details.

The findings presented in section 4.5 strongly suggest that even though SHW used the recommendations, the metrics program is not an unconditional success. Major parts of the organization do not understand the rationale of the measurements and have difficulties collecting and interpreting data. Furthermore, the primary use at SWH is high-level software process improvement, i.e. the data is used for identifying potential areas of improvement. The general opinion at SWH is that there are no managerial responses based on the metrics program.

### 5 Theory-based Assessment

In order to further understand these findings from the experience-based assessment and to get inspiration on how to improve the recommendations we do a theory-based assessment. We broaden the perspective and draw on two complementary sources. The first, Niessink & Vliet (1999) focuses on how to improve the metrics by stressing the importance of the context of the metrics program. The second, Kautz & Nielsen (2002) contributes on how to facilitate the change that is required by an organization in order to implement a metrics program by pointing to a relevant perspective on organizational change. The two sources of the theory-based assessment are presented in section 5.1 and 5.2. We use these sources to explain the shortcomings of the recommendations or the way SWH used them.

#### 5.1 Metrics in a Context

According to Niessink & Vliet (2001) there is a need to broaden the focus when implementing metrics programs, i.e. to look at the purpose and context for the measurements. In order to assess the suc
cess of the metrics program the organizational context must be considered, i.e. the measurements should generate value, not just data. When introducing a metrics program, a set of success criteria that are explicit, attainable, and measurable should be specified.

To facilitate the implementation of a metrics program that supports solving a problem in the organizational context they introduce a generic process model with four steps, see Figure 3. The model describes an iterative, ongoing learning process that we here present one step at a time. The outset is an organizational problem, which is analyzed. This step is labeled improvement, analysis. Based on the analysis, the organization must decide on possible causes and possible solutions to the problem. To decide which of the possible causes is the real cause of the problem, or which of the possible solutions is the best solution the organization should collect information. The collection of information occasionally requires implementation of a metrics program. This step is labeled measurement, implementation. The data is gathered and analyzed in order to relate it to the proposed causes and solutions. This step is labeled measurement, analysis. Finally, the organization solves the problem by implementing the solutions found. This step is labeled improvement, implementation. Niessink & Vliet think of the steps labeled measurement as internal to the metrics program, and they argue that Hall & Fenton’s recommendations are focused on this part. This is generally the case in this type of literature, which addresses practitioners (Frederiksen & Iversen, 2002).

To generate value rather than just data from implementing a metrics program attention should be paid to the proper mapping of organizational problems to the metrics program and from the results to identifiable actions. Niessink & Vliet point at additional factors ‘external’ to the metrics program:

- The assumptions underlying the metrics program should be made explicit and tested if necessary.
- The organization should consider all possible outcomes of the measurements and decide how to act on them.
- The organization should indeed act according to the outcomes.
- The organization should monitor the changes implemented based on the results from the measurement program to decide whether the changes really constitute improvements.

These additional factors are captured in the generic process model for measurement-based improvement suggested by Niessink & Vliet illustrated in Figure 3.

### 5.2 Facilitating Change

A successful implementation of a metrics program requires a considerable change to the organization:

“Implementing measurement often requires a significant cultural change within an organization. Just as with any other change, uncertainties associated with the introduction of measurement may cause anxiety... Measurement is most effective within a culture that encourages people to articulate problems and risks. This can be a major shift for many organizations” (McGarry, 2001).

Traditionally, the software industry has held a simplistic view of implementing change as diffusion of
Kautz & Nielsen address this issue through three alternative perspectives on organizational innovation: the individualist perspective, the structuralist perspective, and the interactive process perspective. The individualist perspective focuses on characteristics of relevant individuals and core concepts are champions, leaders, entrepreneurs, and change agents. The structuralist perspective focuses on the organization’s structural element and core concepts are environment, size, complexity, normalization, centralization, and professionalism. A basic assumption of the individualist and the structuralist perspective is that change is a simple, linear process, and that focus is on the adoption stage. The interactive process perspective views innovation implementation as a complex interaction of individual and structuralist elements and core concepts are context, innovative capability, proliferation, and shocks. A basic assumption of this perspective is that change is a complex, social process.

Each of the recommendations from Hall & Fenton can be classified as having either the individualist or the structuralist perspective, e.g. dedicated metrics team has an individualist perspective, and incremental implementation has a structuralist perspective. However, Kautz & Nielsen argue that neither of these perspectives is sufficient in isolation. To fully understand the organizational change introduced by implementing a metrics program the complex interaction between individual action and structural influences must be considered. The interactive process perspective should hence be reflected in the supplementary recommendations on implementing metrics programs. In their paper Kautz & Nielsen illustrate how they gained a deeper understanding of actual change processes by using this framework.

5.3 Summary of Theory-based Assessment

From the experience-based assessment it appears that the recommendations suggested by Hall & Fenton can be improved to be of more value to a practitioner. These experiences are complemented well by the theoretical perspectives.

The experience-based assessment reveals that the recommendations fail to guide the practitioner in the implementation of the metrics program on the additional factors suggested by Niessink & Vliet. For instance it is not stressed that the organization should prepare for all possible outcomes of the measurements and decide on how to act on them. SWH hadn’t considered all possible outcomes, and the managerial responses were sparse. The few actions taken were very long-term and never monitored using data from the metrics program. There is a need for contemporary managerial responses. High-level software process improvement is a long-term goal and it isn’t a sufficiently specific goal to motivate the metrics program in the generic process model suggested by Niessink & Vliet.

In their presentation of the recommendations Hall & Fenton are mainly focused on implementing the metrics program as a technological innovation. The recommendations do not fully appreciate the complexity of the change process. Some of the recommendations could be interpreted in a manner that would take the interactive process perspective, e.g. the recommendation on developer participation. However, taking a simple view on the change process SWH interpreted this differently and chose to give the recommendation low priority. In general, planning the implementation of the metrics program SWH held the traditional view of implementing change as rather straightforward diffusion of technology.

In summary, the theory-based assessment supports the findings from the experience-based assessment. Furthermore, it gives inspiration on how to improve the recommendations.

6 Improved Recommendations

Building your implementation of a metrics program on a set of recommendations does not guarantee success. However, our assessment illustrates that the recommendations from Hall & Fenton can be improved to increase the likelihood of success. Some of the recommendations should be modified and additional recommendations should be added.
First, it is important to broaden the focus when implementing metrics programs, i.e. to look at the purpose and context of the measurements. The role of the measurements in the broader context of improvement should be clarified in the organization. This is stressed by Niessink & Vliet (2001), and several of the problems SWH experiences with the metrics program are covered by this recommendation. For instance SWH experiences that the primary users are software improvement agents, and that other people do not appreciate the use of the metrics. This call for a modification of the recommendation on Goal-oriented approach: *It is very important that companies collect data for a specific purpose, which is closely linked to the context of the metrics program. Make sure that the purpose is specifically related to short-term needs and not merely to long-term process improvement.* Having a more specific purpose it would have been easier for the management of SWH to act upon the information from the metrics program. They didn’t know what they were expected to do. Furthermore, they would have benefited from a recommendation that you should prepare for all types of outputs: *All possible outcomes of the measurements should be considered and the management should decide how to act on each of them.* In this way the organization will prepare for and commit to responses to measurements which points to areas for improvement. Otherwise, you could easily spend time on questioning the measurements and deciding on how to respond.

Having a more specific purpose it would have been easier for the management of SWH to act upon the information from the metrics program. They didn’t know what they were expected to do. Furthermore, they would have benefited from a recommendation that you should prepare for all types of outputs: *All possible outcomes of the measurements should be considered and the management should decide how to act on each of them.* In this way the organization will prepare for and commit to responses to measurements which points to areas for improvement. Otherwise, you could easily spend time on questioning the measurements and deciding on how to respond.

Second, the metrics program should generate value. Specify a set of success criteria for the metrics program that are explicit, attainable, and measurable. As pointed out by Niessink & Vliet (2001) the metrics program will not be considered successful unless it leads to successful changes. It is important to demonstrate that actual decisions and changes can be traced to the information delivered by the metrics program. At SWH there are few managerial responses based on information from the metrics program. Furthermore, the actions are not perceived as results of measuring the software process. The recommendation would be: *Specify a set of success criteria for the metrics program, which are explicit, attainable, and measurable. The criteria should make sense in the context of the measurement program.* Having this kind of success criteria the expected benefits of the measurements at SWH would have been more realistic.

Third, it is important to be aware of the complex aspects of organizational change. Introducing a metrics program constitutes a considerable change for an organization. The software industry has traditionally seen change as simplistic diffusion of technology. Kautz & Nielsen (2002) argue that the interactive process perspective is vital in order to fully understand the change processes. This perspective can explain events that cannot be foreseen or explained by the individualist or structural perspectives. More insight into the change process will help you plan the change and help you navigate through the complex situations involved in a change process. The recommendation would be: *Handle the implementation as a complex and challenging change to the organization. Avoid the pitfall of viewing the change as simple diffusion of technology.* SWH would have gained from recommendations that would broaden the perspective on the change process.

Finally, interpreting the recommendations is an important task that needs to be explicitly addressed. To guide the practitioner in the interpretation details should be added to some of the recommendations. Giving examples of the interpretation of the recommendation on incremental implementation would inspire the practitioner to see the complexity of the recommendation. Another phrasing of the Incremental recommendation would be: *Implementing a metrics program over time holds significantly less risk than a “big bang” approach. Be aware that there is numerous ways to plan the incremental implementation.* Likewise, the recommendation on Usefulness needs modification in order to point out that there is a short-term and a long-term view on usefulness. The recommendation would then be: *The usefulness of metrics data should be obvious to all practitioners. Otherwise, they will collect data without enthusiasm and the data will probably lack validity. Consider usefulness from a short-term as well as a long-term perspective.*

To interpret the recommendations a practitioner should consider the priority of the recommendations and the complexity of adapting the recommendation to the organization. This will provide valuable input to create and explicate a specific strategy for implementing a metrics program. We hence propose to group the recommendations into four categories to help the practitioner address this issue and make priorities:

- Creating approach: Recommendations on how to interpret and prioritize the remaining recommendations
- Designing measures: Recommendations on how to design the specific measures
Implementing program: Recommendations on how to design and implement the processes

Managing change: Recommendations on how to manage the change

As a practitioner you should consider all the recommendations. However, working your way through your own adapted strategy your focus should shift from designing measures to implementing program and finally managing change. This grouping is used for summarizing the improved recommendations in Table 2 in the Conclusion.

## 7 Conclusion

We have presented the recommendations given by Hall & Fenton (1997) on metrics implementation. When a practitioner has to implement a metrics program, the recommendations based on prior experience and research are helpful. However, recommendations always require interpretations. As a practitioner you have to prioritize the recommendations in your arriving at your own strategy and translate the recommendations into concrete activities in your own organization. Consequently, different organizations will come up with different interpretations of the recommendations and the formulation of the recommendations should facilitate this process.

SWH used the recommendations in the implementation of their metrics program. However, five years later an analysis of the metrics practices revealed that the benefits from the metrics program were not as great as expected. That is, the recommendations do not guarantee a successful implementation. We used the case at SWH to assess the recommendations. This was done in a two-step assessment – an experience-based and a theory-based assessment. The theory-based assessment gave theoretical support for the findings from the experience-based assessment and it also gave further inspiration on how to improve the recommendations for practitioners on implementing metrics programs.

The improved recommendations are summarized in Table 2. New recommendations and modifications of existing recommendations are emphasized for easy comparison with Hall & Fenton’s original recommendations.

<table>
<thead>
<tr>
<th>Group</th>
<th>Recommendation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creating approach</td>
<td>Specific strategy</td>
<td>A specific strategy should be build from the recommendations below. Adapt and prioritise the recommendations in a manner, which fits the organization. Focus should shift from designing measures to implementing program and finally to managing change.</td>
</tr>
<tr>
<td>Designing measures</td>
<td>Goal-oriented approach</td>
<td>It is very important that companies collect data for a specific purpose, which is closely linked to the context of the metrics program. Make sure that the purpose is specifically related to short-term needs and not merely to long-term process improvement.</td>
</tr>
<tr>
<td></td>
<td>Usefulness</td>
<td>The usefulness of metrics data should be obvious to all practitioners. Otherwise, they will collect data without enthusiasm and the data will probably lack validity. Consider usefulness from a short-term as well as a long-term perspective.</td>
</tr>
<tr>
<td>Transparency</td>
<td></td>
<td>The metrics program must be obvious to practitioners. They must understand what data is being collected, why it is being collected, and how it is being used.</td>
</tr>
<tr>
<td>Metrics integrity</td>
<td></td>
<td>Practitioners should have confidence in the collected data. They should believe it is sensible to collect, accurately collected, and not being “fiddled”.</td>
</tr>
<tr>
<td>Group</td>
<td>Recommendation</td>
<td>Description</td>
</tr>
<tr>
<td>------------------------</td>
<td>----------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Implementing program</td>
<td>Feedback</td>
<td>When practitioners get feedback on the data they collect, it gives them a clear indication that the data is being used.</td>
</tr>
<tr>
<td></td>
<td>Automated data collection</td>
<td>Data collection should be automated wherever possible. Minimizing extra work for developers also minimizes developer resistance to metrics. Furthermore, the data collected is more likely to be valid.</td>
</tr>
<tr>
<td></td>
<td>Practitioner training</td>
<td>The metrics program should have a base of trained practitioners. Appropriate training must be targeted at all levels in a company and should range from awareness rising to training in statistical analysis techniques.</td>
</tr>
<tr>
<td></td>
<td>Specific success criteria</td>
<td>Specify a set of success criteria for the metrics program, which are explicit, attainable, and measurable. The criteria should make sense in the context of the measurement program.</td>
</tr>
<tr>
<td>Managing change</td>
<td>Incremental implementation</td>
<td>Implementing a metrics program over time holds significantly less risk than a “big bang” approach. Be aware that there is numerous ways to plan the incremental implementation.</td>
</tr>
<tr>
<td></td>
<td>Developer participation</td>
<td>Developers should participate in designing the metrics program. This way, buy-in is more likely, as is the implementation of a more incisive metrics program.</td>
</tr>
<tr>
<td></td>
<td>Gurus and champions</td>
<td>Organizations can increase practitioners’ initial enthusiasm by bringing in an external metrics guru. Organizations should also appoint internal metrics champions to help with the difficult and arduous task of sustaining a metrics program.</td>
</tr>
<tr>
<td></td>
<td>Dedicated metrics team</td>
<td>Responsibility for the metrics program should be assigned to specific individuals.</td>
</tr>
<tr>
<td></td>
<td>Change process</td>
<td>Handle the implementation as a complex and challenging change to the organization. Avoid the pitfall of viewing the change as simple diffusion of technology.</td>
</tr>
<tr>
<td></td>
<td>Possible outcomes</td>
<td>All possible outcomes of the measurements should be considered and the management should decide how to act on each of them.</td>
</tr>
</tbody>
</table>

Table 2: Improved recommendations.

These improved recommendations will not guarantee success. However, the likelihood of success is expected to increase. SWH could have interpreted the original recommendations along the line expressed by the insight captured in the improved recommendations in Table 2. However, the original recommendations did not challenge SWH in their understanding of the change process, and they focused on the ‘internals’ of the metrics program. The set of improved recommendations would have helped SWH in their implementation of the metrics program in the sense that the priorities of the recommendations would have been clearer and there would have been more recommendations focusing their attention towards the ‘externals’ of the metrics program.

This research has implications for practitioners and researchers. Practitioners should be careful in choosing recommendations from the literature. The recommendations are build on assumptions, and therefore they will be biased. This was also the case for the recommendations given by Hall & Fenton, which were biased towards the ‘internal’ of the metrics program. Researchers should elaborate on the improved set of recommendations suggested in this paper. More rigorous and empirical research into implementation of metrics programs should also be conducted. There is a need for more theory in studying metrics programs in order to broaden the understanding of the metrics programs and their successful implementation into software practices.
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A software metric research to evaluate the dimension of standard systems' customization
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Abstract

The issue concerning the evaluation of the customizing dimension was only recently born with the progressive increase of the ERP systems' customizing costs. After having chosen the ERP system, many enterprises found it rather difficult to conform to the standard procedures during the implementing phase; as a consequence, there was the request of new and ad-hoc procedures to be added to the standard ones supplied by the ERP system. So, the customizing effort increased exponentially.

The Function Point Analysis is a standard dimensional software metric having an international spread and it is applied by a large number of enterprises in the world.

Its use is well known for "ad hoc" software projects but it is a novelty when applied in the acquiring and maintenance phase of "Commercial-Off-The-Shelf" (COTS) software (whose category includes the ERP systems).

Our research describes the main cost items of ERP systems, the FPA actual use applied to ERP environment and a simple equation model for the effort estimate: this model is just a first step towards the control of the ERP system customizing effort, that will be even more accurate when a greater quantity of empirical data are collected.
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1. INTRODUCTION

Conceived in 1972, ERP systems offered the possibility of implementing new enterprise software systems by means of customizing software standard: the coding and testing phase, previously needed to develop "in house" software, seemed to be drastically reduced. The ERP systems could be implemented by assembling independent, yet integrated, reusable and yet operating standard modules [1].

The novelty concerns the functionalities introduction technique: the ERP functionalities are introduced by "customizing" the ERP standard modules. The "customizer" work regards the assigning of the enterprise chosen or preferred parameters to existing ERP standard functionalities. The coding phase could occur when a particular functionality, not supplied by the standard modules, was needed by the Enterprise [2].

So, the ERP system advent prospected an easy adaptability of the enterprise business process to the standard business processes of the ERP system, since they represented the "best practice" of the major enterprises operating in the same area of the customer enterprise. A marginal role was wrongly assigned to the development of "ad hoc" functionalities inside the software standard.

In fact, after the choice of the ERP system, many enterprises found it difficult to acquire the standard procedures instead of the past enterprise process. The enterprise processes, improved during the whole enterprise life, were well known by the enterprise human resources that, on the other hand, were not sufficiently involved in the changing process. So, the effort of the customizing process rapidly increased since the enterprise asked for an increasing number of "ad hoc" functionalities, that were not supplied by the standard procedures. In some cases, the exponential growth of the customizing costs led to the failure of entire projects.

Therefore, the need of a coherent estimate regarding the customizing effort was recently born.

Nowadays, the Function Point Analysis (FPA) is a standard dimensional software metric having an international spread and it is applied by a large number of enterprises in the world. This kind of metric is commonly used in estimating the dimension of "ad hoc" software projects but it is a novelty when applied in the acquiring and maintenance phase of "Commercial-Off-The-Shelf" (COTS) software (whose category includes the ERP systems).

The use of the FPA technique in measuring ERP systems has shown some practical difficulties and high costs as a consequence.

Nevertheless, the need of a coherent measure able to quantify the customizing cost (concerning the parameterization activity of standard modules and the development of non-standard functionality inside the standard software) has rapidly increased.

Using the FPA to measure the dimensional value of an ERP system within the software producer enterprise doesn't require a particular interpretation of measurement rules because what is being implemented basically concerns the same functionalities listed in the counting rules manual. Therefore, from the producer point of view there isn't any difference in the counting practices in comparison with those rules that should be applied in other more traditional development software environments.

The final dimension of the ERP system counted from the software producer point of view will determine the software license cost [3]. So, the problem occurs when measuring the software development effort that will be added to make the standard software effective and efficient in the specific enterprise context. The main difficulty derives from the lack of a coherent estimate model about cost, time, and effort that will be added by the customizing activity.

On the basis of the research methodology mentioned in session 2, in session 3 this research carries out an analysis of the main cost items that are linked to the ERP system choice. In session 4, it is showed how the FPA can be applied to evaluate the dimension of the customizing activity for ERP systems. Finally, in session 5, a simple model is discussed; it allows the calculation of the ERP system acquiring effort. In session 6, some conclusions are drawn.
2. THE PROJECT AND THE RESEARCH METHODOLOGY

After a phase of study and analysis concerning the ERP systems, as well as its project and implementing problems, the research has focused on the problem of dimension estimation regarding the ERP projects.

The “technology independence” principle, carried out by the FPA, has determined the choice to analyse the characteristic of this dimensional software metric under the guide of FPA experts.

Further, there were several meetings with ERP project experts: these meetings showed the opportunity to validate the potentiality of the FPA through its application to real cases and the comparison of the resulting estimation values with the actual data. Finally, an equation model has been implemented, in order to derive an effort value from the dimension in Function Point of the ERP system.
3. A COST ANALYSIS OF THE ERP SOFTWARE

On deciding to choose an ERP System, an enterprise does not only buy a support system for its processes but it also adds new processes in its own organizational structure as well as modifying many of the already existing processes[1].

The new context proposed by ERP is expected to be the most suitable one as it represents “the standard” reached by the implementation of ERP systems applied to the major companies operating in the same business as the client enterprise [2]. As a matter of fact, though, enterprises are often unlikely to give up already consolidated and optimised processes. Such attitude could determine an extra effort in order to get highly demanding ERP customization. Thus, the bigger is the difference between the proposed model and the enterprise existing model, the higher will be the customization cost that the Enterprise should take into account while planning its budget; indeed, if the difference is bigger than expected, there might chance a failure of the entire project.

Therefore, a consistent budget of customization cost is needed.

With regard to the cost concerning ERP software only, two main entries are given [3]:

- **The license cost**, i.e. the cost of the standard modules supplied by the software house to the client company according to previous agreements as well as the customization tools.

- **The customizing cost**, i.e. the cost of human resources that will be employed for ad hoc modifications of standard modules, in order to meet the specific company needs.

In detail, the customization process is formed by two kinds of activities: parameterization and enhancement.

*Parameterization* means assigning control parameters to already existing and operating functionalities; that is, among several functional modalities, as well as data typologies and quantities provided by ERP system for standard functionalities, the customizer chooses the ones that are acknowledged by the company itself and required for its specific needs.

*Enhancement* means implementing a non-standard functionality when the pure customizing procedure is not able to answer the enterprise needs. Such non-standard functionality will be perfectly integrated into the ERP system, being implemented through the owner code of the standard system itself. The enhancement could concern:

- The development of a new functionality that will be added to the standard ones;

- The development of a “customer exit” that adds a further treatment or processing within a standard functionality.

The enhancement size cannot be reckoned beforehand as it depends on how much the client Enterprise is willing to adapt its own processes to the ERP standard ones.

Therefore, on buying an ERP system, an enterprise is fully aware of the licence cost, whereas it might have a wrong perception of customization cost, whose relevance becomes effective after the standard software installation.

It is then necessary to work out a coherent preventive assessment of the customization dimension and effort.
4. A COUNTING MODEL FOR ERP SYSTEMS BASED ON THE FUNCTION POINT ANALYSIS

Focusing our attention on the implementing process that will make the ERP system effective for the enterprise work system, two activities are involved: the parameterization and the enhancement activities, as previously mentioned.

On the parameterization cost estimate there are two different approaches (Figure 1): on one side new measurement methods apart from FPA are called for, on the other there are experts that wish FPA could be appointed to measure any kind of software, from “ad-hoc” to “Commercial-Off-The-Shelf” (COTS), whose category includes the ERP systems. This last approach would also enforce the “technology independence” principle carried out by the FPA in compliance with the ISO 14143-1 regulation.

The goal of this research is answering to the following question: how can the FPA be applied to the ERP project from the customer point of view?

The FPA is based on five standard elements that are:

- External Input (EI)
- External Output (EO)
- External Enquiry (EQ)
- Internal Logical File (ILF)
- External Interface File (EIF)

The FPA rules that classify the typical aspects of parameterization are shown as follows: as already mentioned, the first ERP installation provides the enterprise with a standard system that needs to be customized to the specific organisation. In detail, once the company has chosen the relevant modules, for each of them the software customizer selects the proper standard functionalities.

The required standard functionalities are then installed and implemented, so that the following parameterization operates within a prototype system, in order to make each standard functionality to act according to specific needs: for example, the display of information which are not provided by the specific enterprise Data Base (DB) could be omitted.

Consequently, the parameterization has the primary intent “to alter the system behaviour”, making the system responds in a certain way rather than in another one.

In the IFPUG manual an EI is defined as follows: “An EI is an elementary process that processes data or control information coming from outside the application. The primary intent of an EI is to maintain one or more ILF and/or to alter the system behaviour” [5].

For the parameterization, the customizer selects some control parameters allowed by ERP system from a fixed range and excludes some others.
The primary intent is to alter the system behaviour by making the selected functionality respond as required; as a consequence this parameterization process can be compared to the EI as an “elementary process that processes control information coming from outside the application and whose primary intent is to alter the system behaviour”, as mentioned in the IFPUG manual. To count the complexity of this EI, that represents the parameterization process, the FPA rules consider two elements: Data Elementary Type (DET) and File Type Referenced (FTR). DET represents the number of parameters altered by the parameterization process and the FTR represents the number of ILF and/or EIF referenced by the same parameterization.

Now, there is another important question: “Is the EI of the Parameterization (EIP) an “Elementary Process” (EP), in accordance with the IFPUG definition?

According to the FPA rules, an "EP is the smallest activity unit meaningful for the final user". It also "must be independent and leave the application measured in a coherent functional status"[5]. Usually, the EI is to be found within one single application, whereas the EIP crosses and involves more than one application modules before achieving a meaningful sense for the final customer and therefore before leaving the application in a coherent functional status. In fact, the ERP is an integrated system and, when a functionality must be parameterized, more modules are involved within the EIP.

In conclusion, it has been found among the FPA rules, the way to measure the parameterization process. In particular, it has been found a correspondence between the EI (illustrated, in the manual, as a type of EP) and the EIP.

On the other hand, it has been found a difference between the EP’s boundary and the usually wider boundary of EIP. An EIP that crosses more than one application is not an obstacle as to the counting rules, it is rather an obstacle from the point of view of the practical application of such rules. In fact, it is rather difficult to find out all modules involved within the EIP boundary.

Moreover, an EIP involves a higher number of DET, i.e. parameters, compared with the number of DET counted by a traditional EI meant for ad-hoc applications, as it is shown in Albrecht’s complexity charts.

Furthermore an EIP interests a number of DET considerably elevated compared to the number of DET interested from a traditional EI to apply an “ad-hoc”, so as expected in the chart of complexity of Albrecht.

In conclusion, therefore a EIP can be considered as an EI in all the effects, it is necessary to lay out a suitable specific chart of complexity for the EIP. In the formula of the FPA we need to introduce a new: the External Input of Parameterization, as a sixth functional standard added compared to those individuate from the FPA traditional.

In definitive in the formula of the FPA we need to introduce a new: the External Input of Parameterization, as a sixth functional standard added compared to those individuate from the traditional FPA.

In this way the FPA will be based on six standard elements which are:

External Input (EI), External Input of Parameterization (EIP), External Output (EO), External Enquiry (EQ), Internal Logical File (ILF), External Interface File (EIF).

Metric experts recognise the FPA rules correct and coherent to be applied to all those activities known as “enhancement” (Figure 2). Actually, the enhancement is a maintenance activity that adds new functionalities to the commercial software.

Such functions, in the area of this study, have been classified in:

- Non-standard functionalities required
- Reports
- Interfaces
- Conversions

The functions of no-standard requested correspond to those in which the manual IFPUG are defined
as transaction function, and can be either type EO, or an EI or an EQ.

The function of the report type are EO, since they are functions of transaction of questioning that are not limited to a simple require of data.

The function of the interface type corresponds to the EIF or better to the functions of types created from the external from the application object of calculation and from them reference. Furthermore such interface can be transitory or definitive.

The function of conversion type is an EI and it is a transaction function which has only one purpose: the migration of the data from the precedent files to the new ones.

The empirical data which has been collected showed that all the functions described have an average complexity, to the exclusion of the interfaces which have a low complexity.

For the enhancement, therefore, we apply the traditional FPA rules based on the five elements.
5. **ESTIMATION USING EQUATION**

The International Software Benchmarking Standards Group (ISBSG) is an organisation that helps improve the management of Information Technology resources, by both business and government, through improved project estimation, productivity, risk analysis and benchmarking. ISBSG maintains and exploits two repositories of software project metrics:

- Software Development and Enhancement
- Software Maintenance and Support

These Repository data can be used to estimate software project metrics using three macro-estimation techniques, as suggested by ISBSG: estimation using equation, estimation using comparison, estimation using analogy.

The FPA represents the fundamental ingredient of the ISBSG estimation using equation. This technique involves the use of regression equations and is commonly used to produce indicative project estimates early in the life of a project. This technique is not sufficiently accurate to produce an estimate that could be relied on for quoting or business case requirements. ISBSG suggests a "ballpark" estimate that can be used for an early indication of whether a project idea is feasible, or when you are short of time and detailed information.

To produce a project metric, it is required to insert the functional size of the project into the appropriate equation whose choice depends on the technological environment. These equations are periodically updated conforming with the new development software environments and with the new technologies that support them.

The ISBSG has not still elaborated a regression equation to calculate the customizing effort starting from the FP count for ERP systems, since it has not arranged sufficient historical dates. This has occurred from the fact of the attempt of measurements of the effort of personalising commercial systems (COTS), in particular ERP, is up to date.

One of the goals of this research is to write a suitable medium equation, supported by empirical data, able to estimate the effort (person/days) related to the customizing phase of the ERP systems.

It has been collected actual data through meetings with ERP project experts.

As shown before, the customization process mainly includes two different kinds of activities: parameterization and enhancement.

To this ones they must be added further ones having a complementary role (e.g. testing and training phase). To correctly estimate a project metric of an ERP system from the user point of view, they must be determined, among the different cost voices, those ones that could be configured as the independent variables of the medium equation. The other cost voices could be represented as the variable depending from the independent variables. For example, the cost of the test phase depend on the customizing and on the enhancement activities.

The analysis of the empirical data regarding some ERP projects has quantified an estimation of the parameters of the following medium equation:

\[ Y = \alpha P + \beta E \]

\( Y \) is the effort value (person/days) of customizing. The depending variables are:

- \( P \): is the parameterization size (function points of EIP type)
- \( E \): is the enhancement size in terms of number of functionality added to the new system (function point of EI, EO, EQ, ILF, EIF type)
The coefficient $\alpha$ and $\beta$ are respectively the average effort, in person/days, for each Function Point of parameterization and for each Function Point of enhancement. It has been noted a value of $\beta$ higher than $\alpha$:

$$\beta \cong 1.5 \alpha$$

Therefore the effort needed to produce a function point of enhancement is higher than the effort needed to produce a function point of parameterization. The logical reason must be found in the different nature of the two activity i.e. enhancement and parameterisation as previously described.

This result is just a first step towards the control of the ERP system customizing effort, that will be even more accurate when a greater quantity of empirical data will be collected.
6. CONCLUSION

On deciding to choose an ERP System, the new context proposed is expected to be the most suitable one. As a matter of fact, though, enterprises are often unlikely to give up already consolidated and optimised processes. Thus, if the difference between the proposed model and the enterprise existing model is bigger than expected, there might chance a failure of the entire project. Thus it is necessary to work out a coherent preventive assessment of the customization dimension and effort.

The main cost voices concerning ERP software are the license cost and the customizing cost. This last voice involves two activity: parameterization and enhancement. On buying an ERP system, an enterprise is fully aware of the licence cost, whereas it might have a wrong perception about customizing cost whose dimension is willing to increase if the enterprise isn’t able to adapt itself to the standard ERP procedures.

In this research it has been shown a way to estimate the customizing dimension through the FPA: actually the parameterization has the primary intent “to alter the system behaviour”, so it can be compared to the EI mentioned in the IFPUG manual. But a boundary of an EI of Parameterization (EIP) is usually wider than a boundary of a traditional EI.

Moreover, an EIP involves a higher number of DET and FTR in comparison with the number of DET counted by a traditional EI. This is not forbidden by the IFPUG rules but it is necessary to lay out a suitable specific chart of complexity for the EIP.

The enhancement is a maintenance activity that adds new functionalities to the standard software. The enhancement involves four main cost voices: non-standard functionalities required (they can be EO, EI or EQ according with their nature), reports (EO), interfaces (EIF) and conversions (EI).

The empirical data which has been collected showed that all the functions described have an average complexity, to the exclusion of the interfaces which have a low complexity.

The International Software Benchmarking Standards Group (ISBSG) maintains and exploits two repositories of software project metrics to estimate software project metrics using three macro-estimation techniques: one of these is estimation using equation.

To produce a project metric, it is required to insert the functional size of the project into the appropriate equation whose choice depends from the technological environment. The ISBSG has not still elaborated an equation to calculate the effort starting from the FP for the ERP systems.

This study exploits an equation to estimate the customizing effort for ERP systems; according with this result, the effort needed to produce a function point of enhancement is higher than the effort needed to produce a function point of parameterization. The logical reason must be found in the different nature of the two activity i.e. enhancement and parameterisation as previously described.

This is just a first step towards the control of the ERP system customizing effort, that will be even more accurate when a greater quantity of empirical data are collected.

The equation is very easy to use: it could be applied to any kind of customizable standard software i.e. Workflow Management Systems (WMS), or Data Warehouse (DW) since their new entry like "customizable standard software" is growing over the world.
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Abstract

This article presents software development approach developed within the EC IST 34488 eXPERT project, which is systematic combination of Extreme Programming (XP) and Personal Software Process (PSP). In particular, the article describes an experiment under a project in Rila Solutions (a Bulgarian software company). The experiment consisted in performing a detailed gap analysis between the existing certified development process and the eXPERT approach, ranking the differences and showing the ways to overcome them. The article further outlines the advantages of applying the eXPERT approach, as well as the lessons learnt.
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1 Introduction

The latest studies on the well-known software development methodologies and their applicability to e-projects reveal that these methodologies do not fit very well the priorities, the abilities and the corporate culture of SMEs developing e-business or e-commerce applications. Traditional methodologies (incl. those more recent of an evolutionary type) assume that software engineers could more or less anticipate the complete set of requirements early enough and reduce cost by eliminating change. This result can be reasonable in stable environments, but it is not the case at all in e-projects. E-project as defined in [4] is a project which: must be delivered rapidly; is both research-like and mission critical; have to be managed in a turbulent business and technology environment. In the fast changing environment of e-projects change cannot be eliminated. Rather than eliminate rework, the new strategy is to try to reduce its cost, while retaining quality.

The main objective of EC IST 34488 project eXPERT was to define and provide SMEs with a powerful and lightweight approach for software development of e-business applications. This approach is applicable to small teams developing projects characterised with often changing requirements, tight schedules, and high quality demands. Its aim is to facilitate all related activities with crucial importance for a project success: pure development, management of time, changes, quality, customer relationships, and professional growth of the employees. The approach is called eXPERT and combines principles of eXtreme Programming (XP) [1,7] and the Personal Software Process (PSP) [5,3].

The eXPERT project consortium established a network of Centers of Expertise (CE) in Spain, Germany and Bulgaria, and user companies associated to each CE. Seven pilot projects are run at the user companies who experimenting the application of the defined approach to e-project development. The case study this paper describes is one of those pilot projects – the Bulgarian company Rila Solutions.

The article is organised as follows: Section 2 presents eXPERT approach, which is based on XP and PSP. Section 3 describes the Rila Solutions’ development environment with major outcomes of the gap analysis performed in Rila Solutions and experimental results. Section 4 discusses lessons learnt. Section 5 concludes the paper.

2 eXPERT Approach Basics

2.1 eXtreme Programming (XP)

Extreme Programming is a lightweight, efficient, low-risk, flexible, predictable and scientific way to develop software [1]. XP is a discipline for software development with values of communication, simplicity, feedback and courage.

The recommended practices in applying Extreme Programming are [7,9]:

- On-site customer
- Small releases
- Planning game
- Simple design
- Pair programming
- Refactoring
- Test-first
- Continuous ownership
- Metaphor
- Coding standards
- 40-hour week
- Stand up meetings
- Iteration retrospective

XP emphasizes on the team style of work, understanding the team as consisting of customers, man
agers and developers. Involving the customer in all the processes of software development is one of the reasons for having a successful product delivery in time and with a happy customer.

Of all the lightweight methodologies, XP tends to be best accepted by the e-project developers due to the simplicity of its rules and practices, its flexibility to changes in a project run, refactoring orientation and collaboration ideology.

2.2 Personal Software Process (PSP)

PSP is a structured framework of forms, guidelines and procedures for developing software [3,5]. The PSP is a self-improvement process designed to help software developers to control, manage and improve their way of work. It educates them to estimate and plan their work and to do this before committing to start doing the job. The first step in the PSP process is planning. In order to make better plans software engineers have to gather data on:

- the time they spend in each task - using time recording log,
- the sizes of the products they produce - the principal measure is lines of code (LOC) but any size measure can be used if it provides a reasonable correlation between development time and product size
- the quality of these products – using defect recording log where there is data about injected defect, when they are injected, when they are found and fixed, how long it took to fix them.

The PSP planning process itself includes: requirements, conceptual design and estimation of product size and resources. PSP, similarly to XP, focuses on building quality products and tracking quality from the initial development phase, instead of checking it right before delivery. PSP quality management is based on two principles – early defect removal and defect prevention. Last but not least, PSP like Capability Maturity Model (CMM) [8] is organized in levels:

- PSP0 – the baseline process
- PSP1 – the personal planning process,
- PSP2 – personal quality management process
- PSP3 – a cyclic personal process

The PSP applies not only to critical software development phases as design, code and test but also to other phases like requirements engineering, product maintenance, documentation development and others.

2.3 The eXPERT Approach

Although the XP practices seem to be very simple, they require strong individual and team discipline in order to achieve good results. There are a number of reports about XP experiments showing that they have failed due to developers’ reluctance or incapability to apply the practices in a disciplined and professional manner. The incapability aspects are mainly related to making wrong estimations of individual work and failing to create a correct plan of the tasks that have to be performed. It seems that complementing XP with the PSP is a good way for resolving the problem. Even more, the PSP could also contribute to coping with the problem of reluctance. That is why the eXPERT approach is built on two well-known software development approaches XP and PSP.

The eXPERT approach [2] is described by means of five processes: Customer Requirements Management, Project management, Design, Code and Test. The processes are described in terms of Activities, Tasks that have to be done to complete an activity, and responsible Role for performing a task. The activities described into the eXPERT approach [6] are based on the enumerated XP practices. Certain modifications are introduced mainly related to measuring the effectiveness of these activities and the defect rates. This measuring is needed in order to identify problem causes and to eliminate...
them in the future. The logs for collecting project data follow the templates and the principles of PSP, but are modified to fit the XP method, in particular to reflect its specifics that developers work in pairs and that design, testing and coding processes are strongly interrelated and executed in parallel. eXPERT approach defines the following roles: Customer, Project Leader and Developer. They are very close to the roles as defined in XP (Programmer, Customer, Coach, Tracker, Tester, Consultant, Big Boss), with some additional responsibilities coming from the application of the PSP practices. More than one role can be assigned to a single team member into a project. In such a case it is important that this team member has the necessary knowledge and skills as well as the time for playing all the roles assigned to him.

The eXPERT approach, if compared to XP, seems to be more structured, easier to be understood and applied by SME’s because of the process oriented architecture. At the same time it is not as light as XP (especially for developers) because of the need to measure activities and tasks to be done - each one of the processes contains one special activity, which goal is to measure effort and time spent on tasks into the process. The idea for the measurements came from PSP, but in all other directions the eXPERT approach and PSP seem to be incomparable. All measures in the eXPERT approach are performed only when they are necessary, and their main goal is to optimize the time and cost planning. These measurements itself should be not so heavy extension for the SME’s applying the eXPERT approach, if specialized tools for gathering and analyzing data from the measurements are available. That is why eXPERT could be considered as a light but well balanced approach.

3 Rila Solutions Context of Applying Expert Approach

3.1 Reasons and Prerequisites

At Rila Solutions, as in most software developing SMEs, the necessity for providing high quality software solutions has increased enormously. Clients need both to have a feasible system as soon as possible and to be able to constantly amend the functional scope. The need for flexibility of the software development process apparently has become one of the major issues in the new development practices. Delivering software solutions is hard, but delivering quality software on time and budget is even harder. The new trends in software development are more than clear: to deliver high quality faster with smaller budget.

Rila Solutions’ Development Process (developed and applied by the company) is flexible enough to allow the adoption of different Project Management (PM) methodologies depending of the matter of the project. Some of Rila Solutions projects (a small number at present) are characterized with well written specifications clear understanding of customer needs and the means to achieve this. These projects have well defined business models, technologies and goals. The technology used is well described and no variations upon the solution development are possible. In the rest of projects (possibly around 70%), changes are most likely to occur because the system definition is not stable enough. Rila is working to improve its PM process and to adopt world best practices, which should allow delivering solutions on time, within the budget and with the desired functionality. The eXPERT methodology was applied experimentally to such kind of projects.

To make the current situation clearer, we should add that Rila Solutions uses a Quality Management System, which is ISO 9001:2000 certified. It also has an impact on the application of new methodologies, and consequently on the gap analysis, which is the first step towards discovering the discrepancies between the existing Rila Solutions Software Development Process and the eXPERT approach. Description documents, standards, as well as dedicated questionnaires were used as sources to this analysis.

3.2 Gap between Rila Process and eXPERT Approach

Prior to applying the eXPERT approach in the company, Rila Solutions performed gap analysis for the
differences between the current process and the approach that should be applied. The subject matter of the present analysis is the implementation of the new process of development in a professional service company.

The process of gap analysis was a typical business reengineering process. Business objectives were set for the following types of e-projects:

- Projects that do not have properly specified requirements at the beginning of the project
- Projects for clients that do not have a detailed vision of the software they need from the beginning
- Projects, detailed requirements of which cannot be entirely gathered at the analysis phase.

The gap analysis discovered various types of differences between the current project lifecycle and the project lifecycle that will become as a result of applying the eXPERT in the company. All the changes in the process that should take place were carefully analyzed and described in a “GAP Analysis” document that was presented to the top management and the team members. A short course on the principles and the practices of the eXPERT and its implementation in the company was carried out in order to prepare the team for the new framework and discipline required by the approach. The major outcomes of the process of Gap Analysis are:

- The project goals are not changed. Process phases remain the same. The changes take place in the sequence of the tasks within the phases, roles and intermediate outcomes.
- Control and status reporting – the granularity of data and the number of tracked data are significantly different according to the PSP requirements. New tracking and controlling tools are involved in the process.
- The total number of project documents was reduced by 7 tracked documents.
- The most effort consuming documents: “Basic Solution Specification” and “Detailed Solution Specification” were lightened or modified and become much easier for preparation. This led to less time for documents writing and lower total project cost and shorter time prior starting the development of the e-project having the customer available.

3.3 Experiment Results

As a result of the gap analysis, Rila Solutions has developed a tailoring guide on how the new approach should be implemented and used within the company. This tailoring guide was presented to all team members that were involved in the pilot project using the eXPERT methodology. A short course on the principles and the practices of the eXPERT and its implementation in the company was carried out in order to prepare the team for the new framework and discipline required by the approach.

The selected project was conducted strictly within the framework of the new tailoring guide and the eXPERT, hereinafter referred to as “the pilot project”. For the purpose of ensuring comparability of results, Rila Solutions used the time and effort tracking system, already implemented by the company, which keeps information on all activities performed by the project members on each project as well as variations on the time schedule and effort.

One of the most critical factors applying new methodologies is the adequate baseline that will be used for comparing the newly achieved results and measuring whether and how the company had achieved the desired benefits and what is the actual profit. Prior applying the eXPERT for the first time we were aware that correct result comparison may be achieved if we apply it on one and the same project with same team members that do not use the know-how collected during the first implementation. As the matter of fact this situation cannot be created and the following steps were taken:

A project with identical technology and similar project achievements was selected to serve as a baseline project. For the correct selection of the baseline project, several other metrics were used for comparison like Lines of Code (LOC), number of database tables, number of user forms and controls. The purpose was to select the best match for a baseline project with similar achievements and activities to the ones that will be performed in the pilot project. The data for the baseline project was taken out of
the time tracking system and some of the results are presented in the figures below.

Figure 1 presents the effort that was invested in the development of the pilot project using the eXPERT approach versus the effort used in the development of the quite similar baseline project. The result is decreasing the overall effort on all iterations and as a whole – for the entire project.

![Baseline vs Pilot Project Effort](image)

**Figure 1: Decreasing the development effort by iterations with the eXPERT approach**

Figure 2 presents the overall decreasing of the development effort for the pilot project according to the baseline project in percentage. It is created on the basis of the data represented in Figure 1. The negative effort deviation is a result of the less effort that was used in the implementation of the pilot project than the baseline with similar achievements.

![Effort Deviation in %](image)

**Figure 2: Effort deviation in percentage by iterations using the eXPERT approach**

Apart of these measured results gathered during the pilot project implementation the whole lifecycle of the project was influenced by the eXPERT practices. Having the customer available “on-site” helped us to minimize the task “Gathering User Requirements” duration and move the start of the development phase earlier in time. The reduced document flow and testing practices from the XP also helped us to save some effort and bring the project to earlier and successful project ending.

### 4 Lessons Learnt

SMEs planning to apply the eXPERT approach should keep in mind some of the steps in Rila experiment as an example. They could repeat at least two of them: to identify whether they really need the eXPERT approach (Rila Solutions’ approach was to prepare a questionnaire for all employees to analyze current process weaknesses) and to train the staff on how to apply eXPERT approach.
It is essential for the project success that the appropriate selection of the staff in general is carefully performed. When the company tries to implement a new methodology the management should choose an appropriate pilot project. Young and enthusiastic people should carry out the pilot project. The training and the adapting to the new approach are easier. If part of the team is already trained then the training of the new developer(s) involved in the team could be done on the way.

### 4.1 Benefits

Using eXPERT approach in Rila Solutions’ real project has shown that its benefits are the shorter time for customers’ feedback, the reduced number of documents and the simplification of some documents. The project documentation is kept to a reasonable minimum with the application of the eXPERT approach. At the same time, the total time needed for shipping the product to the customer is reduced.

The improvement of the discipline is considered to be the most important benefit from the eXPERT implementation. All measurements and records stimulate better discipline of developers. The eXPERT approach positively influences developers and, as a final result, there is an organizational and business impact.

Applying the eXPERT approach decreases the time and effort spent on design mainly because there is no detailed design documentation. From cost perspective, the cost reduction comes from the fact that there is no need to have high-qualified specialists for analysis of requirements and the design of the system developed and to spend long time for interviewing the customer on their side.

### 4.2 Specifics

Applying the eXPERT approach in Rila Solutions led to some specific peculiarities and changes to the practices described in the pure eXPERT definition. These changes resulted from the developers’ and project management view on how to apply the approach to real projects.

Pair programming is used also as a way to improve the skills for one of the developers. But in cases when team members work on other company projects at the same time, applying pair programming all the time requires additional efforts to ensure the co-ordination of pair members.

Unit tests (automated tests of class or cluster of classes and their functionality), which are important part of Test-first practice, are performed easily and mainly for business logic and they are not applied or difficult to apply for the user interface part.

The defect logs has shown that the application of Test-first practice as part of the eXPERT approach leads to reduction of the errors’ appearance in later project phases, reduction of not fixed errors and finally to reduction of the total time for the development and increased quality of the product.

The Customer on-site practice could not be applied as described in XP and eXPERT. In Rila Solutions experiment, it is unrealistic to have the customer present at the team office during the development – the communication with him is achieved through meetings on the customer site, phone calls, e-mails, as well as providing him with web-access to the application. The developers’ team is certainly the initiating site in that communication.

It is difficult to plan in an e-project from the beginning how many releases will be performed and how much iteration will be needed in each release. When the customer performs a constant monitoring on the project and its results, the new ideas on the functionalities come on the way.

Using strict Coding standards as recommended by XP makes the code readable and understandable for all project members. Several code reviews should be performed for in order to fully adopt this practice and reduce the time for further refactoring of the code smells.

In general, the recommended practices are applicable to particular projects but, depending on the project specifics, they have to be adjusted for others: most of the eXPERT practices can be introduced separately, but their full effect is reached only when using all of them. In our view, the team should
start with coding standards (in most software SME-s they already exist) and could continue with unit testing, refactoring, pair programming and so on – finally finishing with customer on-site (the most difficult and unrealistic practice from XP). According to the pilot experiment practices coming from PSP are mandatory and are applied as they are.

4.3 Difficulties

Nevertheless some of the practices in the approach were found to be unrealistic to some extent for use in the Rila Solutions pilot project (apart from customer on-site) and they are reported as not used eXPERT practices. These are as follows:

- Design checks - could be substituted by very informal peer reviews
- Pair programming is difficult to be applied 100% - Developers find it very hard to work 40 hours a week at such heavy and exhausting paces, especially if they use pair programming all the time and have never used XP practices before. Nevertheless pair programming is vital for the team discipline and should be applied as much as possible.
- Test-first is difficult to be applied 100% (there are cases where tests are more time consuming than useful)

The general conclusion derived from the detailed and ranked results shows that the gap between the Rila Solutions’ processes and the eXPERT approach is essential. The main reasons seem to be the very important difference in the granularity of the processes, as well as the typical top-down approach of Rila Solutions. However we can say that the gap existing with the eXPERT approach has successfully been overcome due to the flexibility of the Rila Solutions approach.

We also have to note that factors not directly connected to the application of the eXPERT approach influence its success. The most important among them are the willingness and readiness of the staff to try to apply the eXPERT approach in appropriate projects, the explicit interest of a number of staff members in eXPERT and the high qualifications of the persons directly involved of the experiment.

5 Conclusions

The eXPERT approach addresses various aspects of e-project development and according to the experience we acquired - helps to deal with the respective arising problems like imprecise and slipping project scope, effective communication, integration of the customer into the project development process, project estimation and planning, following sound personal and team discipline principles. These features make it particularly appropriate for a wide range of e-projects. The adoption of this approach creates new professional and personal values that are necessary for SME to enter the digital economy - flexibility, quality, efficiency, communication skills, as well as working with uncertainty, intangible assets, rapidly changing requirements, and the crippling cost of failure.

In SME's with processes comparable with Rila process, the expected benefits from the eXPERT approach are the reduced number of documents produced during the project implementation and the shorter time for feedback. As a result, the time for the whole project development is reduced. From cost prospective, the expectations are to reduce the cost at least because of the elimination of the need to have high-qualified specialists for analysis of requirements and the design of the system developed.

The biggest difficulty in the eXPERT approach implementation appeared in the necessity for introducing some changes in the people’s culture and mindset. It seems that a lot of efforts will be necessary to acquire the new knowledge needed, to formulate the new rules, to start thinking differently and to stick to a new discipline. This has been the case in Rila where established processes were quite different and new specific changes were introduces during the adoption of the eXPERT approach and the requirements of the PSP.
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Abstract

Extreme programming (XP) is currently the most popular agile software development method. It is as its best for small teams developing software subject to rapidly changing requirements. Software configuration management (SCM) is a method of bringing control to the software development process. SCM is known as an indispensable activity that must take place whenever developing software. It is inseparable part of quality-oriented product development regardless of development method. Existing studies show that SCM is partially addressed via XP’s collective ownership, small releases, and continuous integration practices. However, currently there exist very few empirical data on SCM exploitation in XP. This paper reports results from a controlled extreme programming case study supported by well-defined SCM activities and tools. Results show that SCM activities and tools, when properly used, provide essential support for XP development process and its practices.
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1 Introduction

Extreme programming (XP) developed by Kent Beck is currently the most popular agile method [e.g. 1,2]. XP like other agile methods focus on generating early releases of working products. They aim to deliver business value immediately from the beginning of the project. Software configuration management (SCM) is a method of bringing control to the software development process and has been proved to be an invaluable part of developing high quality software [3]. It is also known as an indispensable activity that must take place whenever developing software [4] and, therefore, it can be seen important also in XP and other agile methods. Paulk [5] presents that SCM is partially addressed in XP via collective ownership, small releases, and continuous integration. However, traditional definition divides SCM into configuration identification, configuration control, configuration status accounting and configuration audits [6, 7]. Thus, XP's approach to SCM can be seen implicit and incomplete.

Currently there exist very few empirical data of SCM exploitation in XP. This paper reports results from a controlled extreme programming case study supported by SCM. A team of four developers was acquired to implement a system for managing the research data obtained over years at a finish research institute. As the project team had no earlier experience on XP or SCM, they were given two days practical training before the start of the project. The focus in this paper is on reporting the SCM experiences and observations found during the project. In this case software configuration management implementation was taken into account right from the beginning of the project. Results show that SCM activities and tools, when properly used, provide essential support for XP development process and its practices.

The paper is organized as follows. The following section introduces the XP method, software configuration management and related research. This is followed by a description of the research methods, research settings, the results and the discussion. Lastly, section six concludes the paper.

2 Related Research

This section briefly introduces Extreme Programming method and software configuration management. In addition also the current knowledge of SCM in XP is presented.

2.1 Extreme Programming

Extreme programming (XP) developed by Kent Beck is an agile method for teams developing software subject to rapidly changing requirements. It is focused on delivering immediate business value to the customers. The XP process can be characterized by short development cycles, incremental planning, continuous feedback, reliance to communication and evolutionary design [8]. According to Beck [9] rather than planning, analyzing, and designing for the far to the future, XP suggests to do all of these activities at a little at a time, throughout software development.

Primarily, XP is aimed at object-oriented projects using at most dozen programmers in a one location [10]. According to surveys, XP is currently the most popular and well-known method in the agile family of methodologies [e.g. 1, 2]. It is made up of a simple set of common-sense practices. In fact, most of XP’s practices have been in use for a long time and therefore they are not unique or original. Many of them have been replaced with more complicated practices in the process of time, but in XP they are collected together. Practices are planning game, small releases, metaphor, simple design, testing, refactoring, pair programming, collective ownership, continuous integration, 40-hour week, on-site customer, coding standards, open workspace and just rules. From the viewpoint of our study, the most interesting practices are collective ownership and continuous integration. Collective ownership means that anyone can change anything at any time. Respectively, continuous integration recommends to integrate changes often with existing code. For an overview of other agile methods readers are re
ferred to [e.g. 11].

2.2 Software Configuration Management

ISO standards [6, 12] introduce configuration management (CM) as a support process for a product development. It is a process of controlling the evolution of complex systems. CM process includes elements containing the basic CM activities and their CM planning [12, 13, 14, 15]. Traditionally CM activities have been divided into configuration identification, configuration control, configuration status accounting and configuration audit [6, 7].

Figure 1. Basic CM elements.

CM planning is used for planning and documenting certain configuration management solution for a project. Buckley [13] views CM plan as one of the major ways to communicate comprehensive understanding on what should be done to maintain the integrity of the products. CM planning provides means to define CM practices for a project: who is going to do what, when, where and how [13]. Standards such as IEEE Std-828 [16] and ISO 10007 [6] provide recommendations for CM plan contents. These recommendations can be utilized when creating CM plans for a company.

The role of CM tools is to support and automate CM functions and provide help for developers. However, Leon [17] states that CM tools do not solve configuration management problems, but they can be one step towards more effective CM. Even though tools can automate some functions, it is important that project team knows CM procedures defined for a project to ensure understanding why certain CM functions are needed as well as when and by whom they should be performed.

2.3 SCM in XP

Currently, there exist very few studies of software configuration management in XP. Paulk [5] has reviewed XP from the perspective of the Capability Maturity Model (CMM) and presents that SCM is partially addressed via collective ownership, small releases, and continuous integration. Christensen [3], who has researched change tracking in rapid and extreme development, presents that SCM has something to offer fast-paced development processes like XP. Our point of view is similar to Christensen as we think that SCM is needed in XP and it can support the XP development process.

XP literature emphasizes the importance of SCM automation to support XP practices [e.g. 10, 18 and 19]. Jeffries et al. [10] state that, in general, SCM tool should be easy to use. Further they emphasize that there should be as few restrictions as possible in SCM tool. For example, no passwords, no group restrictions, as little ownership hassle as possible. They mention SCM tools such as ENVY, CVS and Visual SourceSafe that can be used in XP projects. Succi and Marchesi [19] present that XP practices, such as collective ownership and continuous change integration, are not particularly well supported by traditional version and configuration management systems. Therefore, they have developed a new paradigm for supporting team software development, called team streams, that provides dynamic and easy to use team support. Succi and Marchesi [19] enumerate the team streams’ characteristics that make them well suited for XP, such as easy to learn and to use, continuous integration, collective code ownership, fully optimistic concurrency, conflict detection and merging and tightly integrated team support.
Bendix and Hedin [18] report how CVS is used by students for simple configuration management on XP projects. According to their results, the students found CVS to be indispensable for the success of the group's effort. However, empirical data of comprehensive SCM exploitation in XP is rare and it indicates that more studies are required.

3 Research Approach

The purpose of this section is to clarify research methods used, and to introduce the basis for the research.

3.1 Research Methods

We used literature study as basis for our research and adopted principles from case study. Literature study was carried out to reveal the current state of software configuration management in extreme programming and to assist us in defining the configuration management principles and technical support for them. Research itself was carried out as a case study.

Järvinen [20] and Yin [21] presents the characteristics of a case study. Case study, as well as controlled experiment, uses research questions like how and why and it focuses on contemporary events. The difference between controlled experiment and case study is that experiment requires the control over behavioral events but the case study does not require such a control [21]. According to Järvinen [20], one specific aspect for controlled experiment is that researcher should be "a neutral observer" when the experiment is carried out in a laboratory environment. In our case, a researcher was in a role of customer who is an active participant in XP based product development and has a control to experiment through the required product features. Therefore, our research can be seen as a case study instead of controlled experiment. The framework, i.e. research manuscript, was created to guide us throughout the experiment. To decrease the number of data needed to collect during the case study the research focus was defined beforehand as the principals of case study emphasizes. The other factors we defined for the experiment were product features, product development environment and procedures, and templates for data gathering and SCM purposes.

3.2 Research Settings

A team of four developers was acquired to implement a system for managing the research data obtained over years at a finish research institute. The developers were 4-6th year students with 1-5 years of industrial experience in software development. Because team members had no earlier experience of XP nor software configuration management, they were given one day training on XP and other on SCM. Before actual training team members studied two books on XP to get the basics for the training. Both training days included theoretical and practical parts. Theoretical part of SCM training dealt with main SCM activities and their organization during the project. Practical part was focused on SCM tool usage in the XP environment. The project was conducted in 1-2 weeks iterations total of two months work effort. At the end of every iteration project team had produced full working software release, which was given to 17 allocated testers for the purpose of system testing. Table 1 shows the technical environment used in the development of system.
Table 1. Technical implementation environment.

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>Java (JRE 1.4.1), JSP (2.0)</td>
</tr>
<tr>
<td>Database</td>
<td>MySQL (Core 4.0.9 NT, Java connector 2.0.14)</td>
</tr>
<tr>
<td>Development Environment</td>
<td>Eclipse (2.1)</td>
</tr>
<tr>
<td>SCM</td>
<td>CVS (1.11.2); integrated to Eclipse</td>
</tr>
<tr>
<td>Unit testing</td>
<td>JUnit (3.8.1); integrated to Eclipse</td>
</tr>
<tr>
<td>Documents</td>
<td>MS Office XP</td>
</tr>
<tr>
<td>Web Server</td>
<td>Apache Tomcat (4.1)</td>
</tr>
</tbody>
</table>

Planning of SCM implementation was conducted in the beginning of the first iteration using the generic SCM plan, which already included some general information and served as a template for project specific SCM plan. The generic SCM plan template was done according to IEEE standard 828-1998 [16]. Tailoring of generic plan template included adding of roles and responsibilities, schedules and project specific SCM practices.

The role of SCM tool in XP was found important in the literature study and, therefore, it was considered very carefully. The chosen tool was CVS mostly because the development environment (Eclipse) was shipped with a built in client for the CVS. In addition, CVS also supports XP's collective ownership and continuous integration practices.

Traditional change management approaches can be seen too rigid for XP. Therefore, the purpose was to create simple change management approaches for the needs of this project including both release change management and customer change management processes. Basis for the release change management process was that team should be empowered to make changes through comprehensive unit testing according to collective ownership and continuous integration practices. Table 2 shows the six stepped development process that was supported by CVS. The purpose of these steps was to ensure that developers would integrate only working versions of software to the repository.

Table 2. Release change management process.

1. Implement a task using the test first methodology
2. Compile and run all unit tests
3. Repeat the first two steps until the task is finished and all unit tests run at 100 %
4. Synchronize with repository
5. If conflicts or incoming files merge and go back to step 2
6. If no conflicts or incoming files commit changes to the repository

The basis for the customer change management process was that in XP the customer decides what to change and s/he can change the requirements at any time [8]. Thus, customer maintained a simple change request form (Excel form), in which change requests were listed. Figure 2 shows that the customer served as a filter between testers and project team. Testers send feedback to customer and he removed, for example, duplicates and impractical proposals. Every change request was equipped with additional information like classification, description and priority of change. New change request were approved or disapproved in the next iteration's planning game. As mentioned customer decides what to change, but project team helped by bringing their technical knowledge to decision-making. This simple customer change management process was mobilized after the first product baseline had been approved and the system had been sent to testers.
Three types of audits were performed during the project. Functional (FCA) and physical configuration audits (PCA) were conducted using a simple checklist method containing a number of requirements of both FCA and PCA. This checklist was examined at the end of every development cycle. FCA’s requirement was, for example, that built software system corresponds with the user stories. The third type of audits, in-process audits, were conducted to ensure that SCM practices were followed as planned and everything was working correctly.

4 Results

The focus of this section is on reporting the SCM experiences and observations found during the project. This includes both quantitative and qualitative data of the project. First three development cycles were two-week releases and the following two were one-week releases. The release number six was two days long and included final bug fixes and enhancements of the system. Table 3 shows the data obtained from the project’s releases. Data was drawn from the CVS tool.

The essential role of SCM tool emphasized during the project. Development artifacts were continuously safe in CVS server and developers integrated their changes through well-defined process. Team integrated code changes an average of two times per hour. Development team was interviewed after the project had been finished and asked that how often the code should be integrated. According to their answers, team tried to integrate at least once during the task, but even more often if possible.

There was couple of times during the project, when intervals between integrations stretched too long and lots of changes directed to the same files. One reason for this was that developers wanted not to integrate unfinished items to the repository. Regardless of the reason, not following of continuous integration-practice caused complex merge-operations. Usually changes of one code integration cycle focused to a one file. However, the average number of files per code integration was 2.6. Due to CVS, team was able resume any earlier version of development artifacts they needed. There were situations when problems with item under development could not be solved without comparing the current item version with the previous ones. However, generally only the last versions of items in the repository were relevant.

Table 3. Concrete data from releases.

<table>
<thead>
<tr>
<th>Collected data</th>
<th>Rel. 1</th>
<th>Rel. 2</th>
<th>Rel. 3</th>
<th>Rel. 4</th>
<th>Rel. 5</th>
<th>Rel. 6</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td># Code integrations</td>
<td>65</td>
<td>81</td>
<td>71</td>
<td>42</td>
<td>41</td>
<td>17</td>
<td>317</td>
</tr>
<tr>
<td>Code integrations/workingday</td>
<td>8.1</td>
<td>10.1</td>
<td>7.9</td>
<td>10.5</td>
<td>8.2</td>
<td>8.5</td>
<td>8.9</td>
</tr>
</tbody>
</table>
Both the release change management and customer change management processes proved to practical for this project. However, this was not so straightforward as both processes required commitment from the persons performing. The six stepped release change management process (see Table 2) ensured that everything in the CVS repository was always 100 % working. The basis was that release change management process steps were carefully defined and the SCM tool supported the process. In addition developers had to strictly follow the process steps and make unit tests comprehensive enough. Respectively the customer change management process required commitment from the on-site customer. Figure 3 shows data of releases' change requests. The on-site customer filtered testers' feedback to a list of change requests. As we can see from Figure 3, some of the change requests in first two releases had to disapprove, because they would have been too complicated to implement within the project's time schedules. A one example of disapproved change requests was version control feature. Approved change request were written down to tasks during the planning game and scheduled as a part of next release's content.

![Figure 3. Data of releases' change requests.](image)

Functional and physical configuration audits were conducted at the end of development cycles total of 5 times. If the results reviewed satisfied the audit requirements, system was ready to be released. Not once audit results were rejected. However, 2/5 times of FCAs and PCAs the results were acceptable with changes. These were the times when coding standards was followed insufficiently. SCM system audits were conducted at the beginning of every development cycle (except the first one). Therefore, the total count for in-process audits was four. In practice only two first of in-process audits produced changes to SCM practices documented in SCM plan. These changes concerned, for example, roles and responsibilities and change management practices.

In the final interview project team were asked that how important they see SCM in this kind of projects. Answers were very similar and emphasized the importance of SCM. SCM tool support was seen indis
pensable. The most experienced team member answered as follows:

“It (SCM tool) is an essential part in the support of teamwork and should be axiomatic in every project.”

5 Discussion

The results presented in the previous section pointed some important requirements for SCM implementation in XP. Bendix and Hedin [18] have reported that students considered the merge support extremely helpful in XP projects. During this study there were only four persons (two pair programming pairs) developing the system. Results show that development team integrated their code changes on an average of 9 times per working day. XP literature [e.g. 8, 10] do not give exact integration intervals, but suggest to integrate often. Despite the fact that team integrated their changes often, merge operations occurred regularly, almost daily. Therefore, from SCM tool perspective it is important that there is straightforward and easy to use merge support, because concurrent changes are likely to happen. Bendix and Hedin [18] also report that very few of students in their XP projects had ever retrieved an older version of file. The results of this study support their findings, because generally only the last versions of files in the repository were relevant. However, there were some exceptions when previous versions were needed and, therefore, it is important that previous items and releases are identified and traceable. The great number of files and their versions speak for importance of version management. Overall SCM tool should be easy to use and not disruptive to encourage developers in tool exploitation. Leon [17] has argued that the role played by SCM tools is becoming more and more important in today’s complex software development environments. In this study students found SCM tool very important and also the results show that SCM tool had an important role in this project. CVS proved to be good choice for project’s SCM tool. Development artifacts were continuously in safe and developers had no fear to implement and integrate their changes.

SCM audits revealed, for example, that coding standards were not always completely followed. Therefore, audits had a positive influence to the internal quality of software releases. Results show that in practice only two first of in-process audits produced changes to SCM practices documented in SCM plan. This indicates that in-process audits were essential so that SCM practices matured to the level, where they were viable for this project.

Jeffries et al. [10] suggest to write problem reports to cards and schedule them in a current iteration or future iterations. Basically our customer change management process was based on their approach. However, our solution contained also change filtering, documentation and evaluation phases. Then, according to Jeffries at al.’s [10] suggestion, approved change requests were written down to task cards by development team and scheduled to the release. The results of this study show that this definite customer change management process works if the on-site customer have time to commit.

6 Conclusions

Agile software development methods have attracted great attention in the last few years. XP, currently the most well known agile method, is focused on delivering immediate business value to the customers. SCM is a method of bringing control to the software development process and is known as an inseparable part of quality-oriented product development regardless of development method. Thus, the value of SCM should not be underestimated in the case XP and other agile methods. Current studies show that SCM is partially addressed in XP via collective ownership, small releases, and continuous integration. However, traditional definition divides SCM into configuration identification, configuration control, configuration status accounting and configuration audits. Currently there exist very few empirical data of SCM exploitation in XP. This paper reports results from a controlled extreme programming case study supported by well-defined SCM activities and tools. Project team was trained to SCM before the start of the project. The SCM implementation was taken into account right from the beginning of the project, which means that project team tailored generic SCM plan template for the purpose of this project. During the project SCM implementation was audited regularly to ensure that SCM practices were followed as planned and everything was working correctly.
Results show that especially SCM tool has a remarkable role in XP project. Easy to use SCM tool with well-defined release change management process enables that project team can develop the system according to XP's collective ownership and continuous integration -practices. In other words the SCM tool can support the use of these practices. The results also show that SCM tool should have straightforward merge support and previous versions of files need to be identified and traceable. However, SCM tool was only a one part of project's SCM implementation. A simple customer change management process proved to be practical, but it was find out that on-site customer's commitment is required. In-process audits were found essential in order that project's SCM practices can be modified or even removed if needed. Because of regular in-process audits, SCM plan is up to date in every release. Functional and physical configuration audits had a positive influence to the internal quality of software releases. Overall the results show that SCM activities and tools provide essential support for XP development process and its practices.
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Abstract

The main objective of our research is to see if it is possible to develop procedures that use current models and standards as roadmaps when implementing a Software Process Improvement (SPI) Program. Our approach is developer centred, where the developer has the key role of providing information on process defects, defect causes and suggestive improvements.

Before we can institutionalise a process we need to examine the environment we wish to institutionalise that process in. The most important part of that environment is the people that work in it. Close connection and cooperation with developers in implementing a SPI program is necessary for its success.

This paper discusses the results of comparing three elicitation methods for discovering software process defects. The methods compared are Attitude Survey (AS), Post Mortem Analysis (PMA) and Initial Assessment (IA) when process defects were classified according to organizational, engineering, project management and support processes, the results showed that PMA gave similar findings as IA. The IA required more preparation than PMA but PMA has a more central focus on the developers than the IA. For the organizational processes, the attitude survey had the most defects but the initial assessment didn’t produce any defects. For all other categories the attitude survey did discover the fewest process defects.

Keywords

1 Introduction

In the area of Software Process Improvement (SPI) and Software Process Definitions there are several models and standards one can comply with. Still we are looking for more effective ways to implement SPI in software organizations and thus ensure continuous improvements and learning. It is a challenging task to keep process definitions alive and active in an organization. Some might claim that the reason for this is that SPI is more a tool for senior management to enforce order and structure in an organization, rather than a tool for the developers to ensure stability and repeatable project success. It is our belief that SPI implementation could be very efficient if we use approaches where developers’ participation is active throughout the whole development cycle of the SPI implementation.

The main objective of our research is to see if it is possible to develop procedures that use current models and standards as roadmaps to implement a SPI program, with developers as key role players. Our approach is developer centred, where the developer is the primary source of information on process defects, defect causes and suggestive improvements. It is also the purpose of this research to see how effective and efficient it is to use developer centred methods to implement SPI programs.

The results presented here are a part of a larger research project that involves the development of an effective SPI program with active participation of developers. The implementation of the SPI program will be partially based on the IDEAL life cycle model for SPI [3,4]. Figure 1 shows how the research methodologies and activities are related to the model and in what phases they will be implemented. The IDEAL development cycle describes the phases, but we have decided what methodologies to use and more specifically selected the activities for each methodology. The objective is to see if the IDEAL model is appropriate framework for developing a SPI program for small and medium-sized software organizations by using the selected methodologies and applied activities in this research.

The analysis phase (Initiating and Diagnosing) of the SPI lifecycle will be focused on analysing the environment, the transformation that will take place as a result of the improvement effort and finding the actors and stakeholders in that environment according the Soft System Methodology [5]. In the design phase of the SPI lifecycle, an experimental approach will be developed that we have named Developer Centred Approach (DeCA).

The research will be conducted with contextual inquiry, where methods and activities will be customized and reformed according to developers needs.

![Figure 1 – Research Project Framework](image)

The results presented in this paper are the elicitation and analysis part of SPI development cycle, and the purpose is to get a comparison of three elicitation methods we used to discover software process defects in the organization. Each elicitation method focuses on discovering different types of defects from developers and with different degree of formality.
2 Background and Related Work

2.1 Process Models and Standards

There are various models and standards that have been created to establish an appropriate framework for the ideal software process and life cycle processes. The International standard ISO 12207 Information technology – Software Life Cycle Processes establishes a common framework for software life cycle processes. It contains process activities and tasks that are to be applied during acquisition, development operation and maintenance of software [1].

ISO TR 15504 Information technology – Software Process Assessment has been published as a Technical Report and is the SPA standard that was initiated by the SPICE project [9]. It was an effort to create an international standard for Software Process Assessment (SPA). ISO 9001 has also been used by many software organizations, especially in Europe. Though ISO 9001 is not a standard specifically intended for software organizations it is acceptable for all organization that are developing products or delivering service of some kind [1]. The standard ISO 9000-3 is a guideline for interpreting the ISO 9001 standard for the development, supply and maintenance of software. The frameworks quagmire (http://www.software.org/quagmire/) [6] is a diagram showing the relationships between process standards, quality standards, capability models, appraisal methods and guidelines.

Many organizations have tried to establish a quality management system based on these models and standards and too many of them have failed or abandoned their effort early in the process. SEI has been in a leading role in establishing models and guidelines for SPI work, and many now consider the Capability Maturity Model Integration (CMMI formerly CMM) [2][6] the de facto standard for SPI models [1].

2.2 The Role of People in SPI

Research [8] has shown that software development in Icelandic organizations is still a long way from following standard procedures in software development. The standards, guidelines and models currently available place too much emphasis on the process instead on focusing first and foremost on the people operating the process. Before a process can be institutionalised we need to examine the environment we wish to institutionalise that process in. The most important part of that environment is the people that work in it. If we want to change the way developers work we need to work closely with them in designing and implementing the appropriate processes. We need methods that examine the environment and the work's context more closely and the practices that developers use on a daily basis, for the purpose of discovering good habits and procedures on which we can build the improvement effort. It is also necessary to realize that employees need a very good reason to change their way of working [7], and do not always agree with us that the improvement is necessary Therefore, close connection and cooperation with developers in implementing a SPI program is necessary for the success of SPI.

3 Environment of Software Process Improvement

This section describes how we selected the environment of the research study, i.e. the organization, the projects and the participants. The section serves at the same time as a description of the context, stakeholders and actors of the study as well as the support that was built before the study started and the infrastructure. This corresponds to the Initiating phase of the IDEAL Development Cycle and Clients, Actors, Owner, Worldview and Environmental constraints are parts of the CATWOE analysis in the Soft System Methodology [5]. The worldview defines the context in which makes the work mean
ingful, which is in our case the project areas. The T stands for Transformation and is in our case the findings and improvement suggestions that will be done on the software development activities.

### 3.1 Research Participation

To adhere to the objective of the research we decided that the main focus groups should be developers mostly, project managers and group leaders. A visible support by senior management was necessary and was received in the beginning. The quality manager for the organization was an active supervisor of part of the organization and monitored all work. A weekly status was held with the quality manager to go over the project plan and progress.

In the currently examined organization there is a clear organizational hierarchy of authority where system developers that are at the lowest level are not so much aware of defined processes. Instead the project managers, which are in most cases technical leads, have the responsibility of performing the process. Project managers usually manage one or more project at a time, depending on the frequency of project work in each project. Group leaders have the responsibility of managing and overlooking many interrelated projects. They are the primary contact to the customer, and take care of issues regarding contract work and bids. They are also the communication point between other members of the development group. The group leader has the responsibility of communicating changes to the process model to other members of the group as well as enforcing the process performance.

Senior management are actively involved in the SPI project, they receive status reports on a regular basis, both verbally and in writing. At the beginning of the project it was obvious that senior management was ready to provide time and money to this effort and they understand the importance of continuous SPI effort in the organization.

### 3.2 Selected Partner and Project Area

#### 3.2.1 Partner

When we selected a partner for the research study we found it crucial that the organization did either have an ISO 9001 certification or was currently planning to receive one in the next year. It was also important that senior management did have an idea of the meaning of CMMI. We believed that a piloted effort with a more mature organization would give us more realistic results in relation to SPI. Since there are very few software organizations in Iceland that have been ISO certified, the ISO certified organization that seemed to have the broadest development spectrum was selected.

The reason why only one partner was selected for the purpose of this research is mainly because of time constraints and the nature of the research method is not a comparative study but action research. It is also believed that a piloted effort with a more mature organization should give us more realistic results in relation to SPI.

The organization consists of about 50 software developers, with total of 80 employees working in the software department. Each development group consist of 10-20 people, and each group is organized around interrelated software projects, project types ranging from development custom applications, maintainance of legacy systems to the installation and adoption of business software.

#### 3.2.2 Project Area

Senior management decided what projects should be investigated. The main motivation for the selection was that they believed that something had gone wrong in a particular project that should be explored further. Also the organization had not developed software in the area of
web applications before. Senior management believed that the process definitions (ISO quality management system) did not support web application projects. We also suggested that it was important to investigate other projects in the same project area, at different status in the life cycle, and projects in different project area at same status. This could give us a better overall perspective on SPI status in the organization and better results for comparison.

4 Software Process Assessment Results

4.1 Elicitation Methods

The second phase of the IDEAL Development Cycle is about diagnosing the current state, characterising where we want to be based on the current state. Essentially, this means that we find areas in our assessment results that we like to improve in our organization. For the analysis phase of the project we decided to use three elicitation methods to find information on different aspects of SPI effort in the organization. Each method has its characteristics but they all have the same objective, which is to find out the capability and maturity status of the engineering, project management and supporting processes. Therefore resulting in process defects on various areas in the organization. In that context we were especially interested in following issues:

- The SPI importance in the organization.
- Employees' attitudes towards SPI and quality issues.
- The capability and maturity of key processes.

By using three different elicitation methods it was possible to get a comparison between these methods and how well they discover the information needed for further improvement. Table 1 summarizes the differences in formality and structure of these methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of participants</th>
<th>Formality</th>
<th>Session length</th>
<th>Developer preparation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude Survey</td>
<td>2-3 in each group</td>
<td>Very Informal</td>
<td>1 hour per group</td>
<td>None</td>
</tr>
<tr>
<td>Prepared questionnaire. Semi-structured interview. Interviewees were asked questions on issues regarding the quality management system and SPI in general. Discussions were not limited to the questions at hand.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post Mortem Analysis</td>
<td>2-3 in each group</td>
<td>Semi-formal</td>
<td>1½ hour per group</td>
<td>None</td>
</tr>
<tr>
<td>Structured Post Mortem session on one Software Project at a time, with 2-3 three developers at a time. Developers wrote down issues regarding their project experience, positive and negative. Developers discussed these issues and categorized them into groups. The primary focus was on developers.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial Assessment</td>
<td>2-3 in each group</td>
<td>Very-formal</td>
<td>1½ hour per group</td>
<td>Developers had to read instructions on IA guidelines and SPA procedures.</td>
</tr>
<tr>
<td>Structured assessment session based on the SCAMPI [10] assessment approach and maturity questionnaire [11]. Followed by a review session that consisted of project managers and group leaders. The CMMI maturity level for the investigated organization has not been determined, but according to the information gathered at this point, it can be estimated that some process areas are largely fulfilled at level 2, but most process areas do only fulfil partially at level 1 and 2.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 –Characteristics of Elicitation Method Structures
4.2 Software Process Defects

The results presented here are the various types of process defects found during our assessment. It is the summation of results and is the basis for further Software Process Assessment. The methods used to discover the defects have been discussed earlier in chapter 4.

The following tables list the process defects found in various process areas. It is identified with what elicitation method (AS-Attitude Survey, PMA-Post Mortem Analysis, IA-Initial Assessment) each process defect was discovered in.

<table>
<thead>
<tr>
<th>Ref. No.</th>
<th>Process Defect</th>
<th>Disc. in</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM-001</td>
<td>Project Classification is too broad, there is too much difference in process responsibilities between A and C project classification.</td>
<td>AS</td>
</tr>
<tr>
<td>PM-002</td>
<td>A quality plan is used in every project but developers are not aware of its purpose.</td>
<td>PMA</td>
</tr>
<tr>
<td>PM-003</td>
<td>In some projects (Oracle project) the division of labor was unclear, developers and others were not clear what was expected of them.</td>
<td>PMA</td>
</tr>
<tr>
<td>PM-004</td>
<td>Unrealistic Project Plans in some projects (Oracle). Marketing People did the project plans and they seemed unrealistic to developers in many ways.</td>
<td>PMA</td>
</tr>
<tr>
<td>PM-005</td>
<td>No formal risk analysis and assessment is conducted on projects, no process definition exist on this matter.</td>
<td>IA</td>
</tr>
<tr>
<td>PM-006</td>
<td>Performance measures are informal and feedback to developers is not visible and given on regular basis, and in some cases the results are not obvious, better measurement feedback is needed.</td>
<td>IA</td>
</tr>
<tr>
<td>PM-007</td>
<td>Understanding of senior management was unrealistic. Regarding the scope of a web project, was considered a small web project. Better project scope analysis is needed. This resulted in use of inappropriate resources, which lead to various technical difficulties.</td>
<td>PMA</td>
</tr>
<tr>
<td>PM-008</td>
<td>Developers said that they often needed a better perspective of the bigger picture, to understand how their work related to other parts of a larger project, or possibly other independent projects for same customer.</td>
<td>PMA</td>
</tr>
</tbody>
</table>

Table 2 – Process Defects Related to Project Management

<table>
<thead>
<tr>
<th>Ref. No.</th>
<th>Process Defect</th>
<th>Disc. in</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENG-001</td>
<td>No formally defined process for managing requirements during development only during maintainance. Requirements changes during development are only documented informally in meeting minutes.</td>
<td>PMA</td>
</tr>
<tr>
<td>ENG-002</td>
<td>Coding standards are outdated. No coding standards exist for JSP programming though JSP coding is extensive in the organization. It is suspected that the same situation exists for other programming language.</td>
<td>PMA</td>
</tr>
<tr>
<td>ENG-003</td>
<td>An understanding in Unit testing is missing, there is no clear distinction made between unit testing and debugging among developers. No process definition exist on Unit Testing.</td>
<td>AS</td>
</tr>
<tr>
<td>ENG-004</td>
<td>A process definition for Installation and adoption projects (Oracle) was missing.</td>
<td>PMA</td>
</tr>
<tr>
<td>ENG-005</td>
<td>Lack of experience in Development Environment, web technology and distributed environments. No training and support was provided during development.</td>
<td>PMA</td>
</tr>
<tr>
<td>ENG-006</td>
<td>No technical support individual dedicated to a project. Roles and responsibilities surrounding technical support need to be reformed and constructed.</td>
<td>PMA</td>
</tr>
<tr>
<td>ENG-007</td>
<td>Oracle Solution Provider does not have enough experience with development tool.</td>
<td>PMA</td>
</tr>
<tr>
<td>ENG-008</td>
<td>Changing Requirements. The change control board did not represent all the users and customers appropriately.</td>
<td>PMA</td>
</tr>
<tr>
<td>ENG-009</td>
<td>Traceability between tests and requirements is not maintained properly. No formal structure for creating test cases and no one has the role of a tester.</td>
<td>AS</td>
</tr>
</tbody>
</table>

Table 3 – Process Defects Related to Engineering Activities

<table>
<thead>
<tr>
<th>Ref. No.</th>
<th>Process Defect</th>
<th>Disc. in</th>
</tr>
</thead>
<tbody>
<tr>
<td>NT-001</td>
<td>Problems with adopting new technology. Procedures for adopting new technology need to be established.</td>
<td>PMA</td>
</tr>
<tr>
<td>CM-001</td>
<td>Configuration Management activities are very informal and very different from project to project. Version Control is not properly done in various projects especially Oracle related projects. For every project it is necessary to define what products go under CM. Consistency among documents under CM is lacking.</td>
<td>IA/PMA</td>
</tr>
<tr>
<td>SAM-001</td>
<td>Hardware and systems investments have to be considered more carefully, possibly setting up guidelines for selecting the appropriate hardware/system software for use in projects.</td>
<td>PMA</td>
</tr>
</tbody>
</table>

Table 4 – Process Defects Related to Supporting Activities
Further analysis on process defects and elicitation methods is discussed in the following chapter.

5 Comparing Elicitation Methods

We decided to categorize the information discovered in all the elicitation methods to see what kind of information we were discovering with each method. First we used the four main areas in which CMMI organizes the key process areas, i.e. Organizational, Project Management, Engineering and Supporting Processes.

At the beginning we had the same objective for every method, that was to obtain information on process capability and maturity and how well that method was for doing so. After implementing all three methods we noticed a difference in the types of information we discovered. The following section explains this difference in details.

When comparing the elicitation methods we wanted to see by applying the methods if different information was discovered by different methods. We specifically searched for answers to the following questions:

- Is there a difference in the detail of information we find by applying each method?
- Do we find different types of process defects with different elicitation methods?
- How important is the structure of the method for finding reliable information on process performance?

Table 6 summarizes the findings from each method. It describes the types of process defects and the general results discovered in each method.
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<table>
<thead>
<tr>
<th>Method</th>
<th>Organizational Issues</th>
<th>Engineering Processes</th>
<th>Project Management</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Assessment</td>
<td>Delivered detailed information on problems with specific process areas, some questions were not applicable to the people interviewed since they did not know too much about process definitions. Problems with one specific process area across different projects.</td>
<td>Did show some problems with the process definitions though developers did sometimes not realize there was a problem with it. This method assumes that the person interviewed knows the process definition well and how it is implemented in details. This made a problem when interviewing developers.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6 – Summary of Elicitation Method Results

To find what kind of process defects were discovered with each method, we categorized the types of process defects found in the elicitation according to the following structure:


Engineering Processes: Requirement Management and Development, Design and Construction, Verification and Validation

Project Management: Project Planning, Monitoring and Control, Contractor Management

Support: Configuration Management, Measurement Analysis

The results from each method were rated. If a person participating in the elicitation mentioned a problem with managing requirements, that specific process area received a point. In each method there were 10-12 participants. Figure 2 shows the coverage for each method applied, figure 3 summarizes the ratings for each process area.

Table 7 – Distribution of Process Area Coverage Rating
We considered a process area fully covered (receiving the grade of 5) in a method if all of the issues in that grouped were mentioned and all of the participating groups did mention it.

### 6 Conclusion

In this paper we have presented the results of comparing three different elicitation methods and how they discover different types of process defects. The methods are different in formality and the emphasis they have on developers’ participation. The results we found were categorized in four groups, organizational, engineering, project management and support. Those groups were then used to see what areas the methods were covering, which was represented in figure 2 and 3.

By comparing the elicitation methods we got interesting results on what type of process defects we found with each method. It is obvious that the attitude survey discovers different kind of information than the other two methods. Though the results from PMA are very similar to IA results it is still interesting to see that a semi-formal method like PMA discovers just as detailed information as IA. The IA also requires more preparation and understanding of involved participants. In cases where developers lack an understanding and knowledge of process definitions and SPI, many questions were not applicable and should be directed at the quality manager rather than developers. The PMA method did also have a more central focus on the developers and the project they had been or were currently working in. IA was focused on the process definitions primarily.

The findings and results presented in this paper are a part of a larger research project. We are currently located in the Establishing phases of the IDEAL model (see figure 1), where the results presented here are from the Initiating and Diagnosing phases.
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Abstract
This paper refers to the critical cultural and organisational factors that need to be considered when introducing a new or changing an existing Software Quality Management (SQM) system. This work is based on our findings from research carried out on software quality assurance issues and Software Process Improvement (SPI). The research was focused on the significance of the organisational context, including influences from the national culture in which the organisation is situated. The paper presents the SQM-CODE model, which was developed as part of this research work. We initially refer to the reasons of its construction and subsequently on the scientific rules of its functionality. The model investigates to what degree there is a fit between the organisational and the national culture and consequently suggests a suitable SQM system to fit the organisational needs. SQM-CODE includes two sub-models, namely the C.H.I.D.I. typology, which initially identifies the type of the national culture and the Authoritarian-Participative model, which subsequently identifies the organisational culture and structure. Finally, by commenting on the model’s verification and reflecting on other observations by its application, we argue that the model can be applicable in many organisations worldwide.

Keywords
1 Introduction, Motivation and Perspectives

The ‘software crisis’ has been characterised by an inability to develop software on time, on budget, and within requirements [Boehm, 1993]. In 1999 Mullet stated that large software systems (with more than 50,000 lines of high-level language code), bring the software crisis to light. She argues that 75% of all large software products delivered to the customer are either not used at all, or do not meet the customer’s requirements. One of every three large projects are cancelled before even being completed and only one out of eight finished software projects are considered successful. In year 2000 it was stated by the IPSSI (Improving Professional Software Skills in Industry) Consortium that only 13% of IT projects are successful. In addition software projects are notoriously behind schedule and over budget. Research carried by the Standish Group in 1998 provides information on the cost of system errors. The evidence suggests that on average software systems over run by 89% on cost and by 122% on time.

This statistical evidence is indeed very alarming, and shows that despite of more than twenty years of attempts to practise software development in a more predictable and controllable way, the software crisis still exists. The software industry is still many years away from becoming a mature engineering discipline and there is certainly no single solution to the crisis. Awareness of the software crisis has inspired a worldwide movement towards process improvement and many different paradigms have been created that can benefit today's software projects. The Information Systems industry has mainly turned its attention to the software development process, arguing, like other industries before it, that a high-quality process will deliver high-quality products. Thus various Software Quality Management systems have been proposed and developed with emphasis on SPI. Although all these involve technological elements (which have generally received much attention), most people now recognise that the successful development of SPI depends more heavily on social factors. After examining the best available methodologies, techniques and tools and implementing a Software Quality Management system with all its rules and regulations, if we still do not have a successful and competitive organisation then it is probably due to lack of attention to social issues. Yet these significant social factors have been comparatively neglected.

The difficulties of achieving social acceptance for Software Quality Management Systems will also be exacerbated in the future by the globalisation of the software market and the increased use of cross-cultural development teams within multinational companies. The globalisation of the software market has generated a need for the contextual boundaries of IS research and practices to include the societal context. Management that can take account of the cultural context of their endeavours deserves better success.

In general, research in IS has not considered culture when investigating the process of software development. In particular, quality related issues seem to be missing from the literature. Research on how culture influences software quality issues is still novel. Some recent attempts have been made to examine software quality in an organisational context [Biro et al., 2000] without taking national culture into consideration. Some attempts have been made to document differences amongst IS professionals from different nations [Couger et al., 1988, 1989, 1991; Holmes, 1995, Ives and Järvenpää, 1991; Keen, 1992; Kumar and Bjorn-Andersen, 1990; Palvia et al., 1992], but most of these studies have compared IS or IS related issues in only two countries mainly by using an ethnocentric approach (the same research is replicated in a second culture).

2 Research Questions and Research Methods

We argue that an integration of a disciplined approach, focusing on repeatable processes and continuous improvements, together with emphasis on the importance of people and culture within the organisational context will be of added value to the software industry.

The main objective of this research study has been to add to the knowledge of the factors that influ
ence the successful implementation of a Software Quality Management system. The research in particular examined those factors, which form a cultural and organisational perspective. One of the research outcomes was the global theoretical research model incorporating key cultural variables.

The research question that the study has addressed was to what extent cultural factors influence the successful adoption and implementation of a Software Quality Management System. The analysis has considered factors from both national and organisational areas. The existence of quality oriented management procedures, (similar to the procedures identified in Capability Models), was investigated empirically, together with the awareness of quality issues amongst the workforce. The research has shown that culture is a source of competitive advantage/disadvantage and organisational issues, such as organisational structure together with national culture play a crucial role in choosing and implementing a Software Quality Management System.

The research method used was a contemporary comparative multimethod also called triangulation using both quantitative and qualitative investigation. The quantitative investigation was a survey collecting ‘hard’ data by using a postal questionnaire. In parallel, a qualitative method in form of case studies was performed in order to address different aspects of the research problem, to confirm the findings from the questionnaire and to prove the hypothesis.

The questionnaire was sent to organisations developing software in Denmark, Finland, Greece and the UK. Totally 307 questionnaires were completed. In addition field-studies were undertaken in several organisations. Totally 87 interviews were conducted in Finland, Denmark and Greece with software developers at different levels and with different positions in the organisation. In Finland three organisations took part in the interviews. Two of them were multinational and one was a big local organisation. In Greece two evolving multinational organisations took part in the interviews and in Denmark one global organisation with subsidiaries in Germany and the US. Following the initial verification phase the author also carried out observations in the Danish organisation for a period of two months [Siakas and Balstrup, 2000].

The aims of the observations were to investigate in more depth the research problem in order to comprehend both the cultural and the software quality issues related to this research, and also to verify the findings and validate the SQM-CODE model that was developed as part of this research. Consequently and by its very nature the investigation utilised the strengths of cross-national comparative studies.

2.1 Focus on Cross-national Comparative Studies

Thinking in comparative terms is inherent in sociology. Recent globalising trends have generated more cross-national studies. All the eternal and unsolved problems inherent in sociological research are unfolded when engaging in cross-national studies [Hoecklin, 1995]. Oyen [1995] found in her literature review that although some researchers disagree about goals and the theoretical framework for cross-national studies, they agree on basic rules of scientific analysis. These rules are concerned with constructing concepts and typologies, and securing ties between data and theory, as well as making use of judgement. According to Oyen, country comparisons underpin much of the empirical foundation of macro social, economic and political theory.

These country comparisons dominate how we think about political and social systems - groups and organisations - and our efforts to discipline ideas. In this sense, Oyen considers that we talk about comparative methods, referring to research about any impact of macro or more encompassing systems on micro ones, and vice versa. Social science disciplines compare countries; anthropologists compare culture and institutional change. Oyen also believes that one scientific objective is to reduce variance or variety by putting countries into general categories or groups or typologies on dimensions asserted to be theoretically significant, as for example wealth, democracy, size, culture, socialism etc. It has also been pointed out that different years and time intervals can have different meanings for different countries and activities.
3 The Inescapable Diversity of Culture

Researchers and practitioners have identified and discussed the importance of culture for organisations, but there is no common understanding or agreement on the definition of culture [Groeschl and Doherty, 2000]. The lack of clarity on definitions and meanings of different terms commonly used in a cultural context likely could be attributed to the fact that, regarding cultural studies many different academic disciplines are involved, where the same terms have different meanings; different terms are also used for the same concept.

In 1952 Kroeger and Kluckhohn identified 164 different definitions of culture. In 1983 Hofstede argued that “there is no commonly accepted language to describe a complex thing, such as a culture”; and in 1994 Tayeb stated that “culture is too fundamental to be solved through tighter definition”. However, there are similarities in the different approaches to identifying and defining culture. Researchers such as Kluckhohn [1951], Kluckhohn and Strodtbeck [1961], as well as Inkeles and Levison [1969] relate differences between cultures to different approaches to solving common human problems. Many more recent researchers [Hofstede 1984; 2001; Schein, 1985] seem to have adopted this approach.

3.1 The Key Elements of National Culture

Hofstede distinguished four key elements, or "dimensions", of culture [Hofstede 1994; 2001] as described below:

- **power distance**, which describes the extent to which hierarchies and unequal distribution of power is accepted;
- **uncertainty avoidance**, which indicates the extent to which a society feels threatened by ambiguous situations and tries to avoid them by providing rules, believing in absolute truths, and refusing to tolerate deviance;
- **masculinity versus femininity**, which describes the relationship between the masculine assertiveness, competitiveness and materialism opposed to the feminine concern for quality of relationships, nurturing and social well being;
- **individualism versus collectivism**, which describes the relationship between the individual independence and the collective interdependence of a group.

All the four dimensions are a continuum between two extremes and only very few national cultures, if any, are wholly at one or the other extreme. In our research we have adopted Hofstede’s approach.

3.2 The Dimensions of Organisational Culture

The concept of organisational culture has been popular since the early 1980s. Schein [1985] stated that organisational culture is the key to organisational excellence. Organisational culture has mainly been created and maintained in existing frameworks by the founders and the leaders of an organisation through their own value system [Bryman, 1992, 1986; Gagliardi, 1986; Schein, 1983]. Organisational culture is often reflected as the result of management activity [Lessem, 1989, Rodrigues, 1998] or is looked at through levels of "practices", like symbols, heroes and rituals [Hodge and Anthony, 1988; Joynt and Warner, 1996; Mullins, 1989]. These characteristics enable differentiation among organisations [Mullins 1989]. Sahni and Rastogi [1995] suggest that organisational culture is defined as the integrated pattern of human behaviour in a corporation, which includes the way employees think, speak and act. Others have used the structure of the organisation to explain corporate culture [Lofland and Lofland, 1995].
3.3 Individual Behaviour and National vs. Organisational Culture

The basic assertion in cross-cultural studies is that national culture, expressed in terms of values and beliefs, has a direct impact on organisational culture and individual behaviour [Hofstede, 1985, 1994; Hofstede et. al. 1990; Schein, 1983]. The economical, political and legal environment imposed by governmental rules, the technical environment, such as communication networks, and the socio-cultural environment in which the organisation exists, directly affect organisational culture and functioning of organisations.

Organisational culture in turn affects directly individual behaviour by imposing guidelines and expectations for the members of the organisation. Values of other stakeholders, like employees, also create impact on organisational culture. One of the key issues for managers in international organisations is integration across geographic distance and cultural diversity.

3.4 Global organisations and Universal Culture

The management of cultural diversity is becoming a significant issue for companies of all sizes, not only for global organisations. The emergence of cross-cultural organisations has created a new awareness of the importance of understanding other cultures. The rise of global business, with an increasing number of joint ventures and cross-national partnerships, greater co-operation within the European Union, and the business need to embrace people from a variety of ethnic backgrounds and cultures, have all contributed to the need to develop a cultural sensitivity. Problems between mother organisation and subsidiaries, resistance and low motivation and productivity can arise in international operations because of cultural ignorance or insensitivity [Siakas and Georgiadou, 2003].

Being a global organisation implies having a universal culture [Joynt and Warner, 1996]. The objectives of the global organisations are to create a universal culture in the whole organisation and to integrate multi-domestic operations with individuals who hold opposed work-related values. If an organisation is going to be a truly global organisation the diverse individual work values must converge and be integrated into a common set of values to create a universal corporate culture. One of the key issues for managers in international organisations is integration across geographic distance and cultural diversity.

4 The SQM-CODE Model for Software Process Improvement

The SQM-CODE model (Software Quality Management: Cultural and Organisational Diversity Evaluation), which assesses the cultural fit between national culture and organisational culture. The SQM-CODE model comprises two sub-models, namely the C.H.I.D.DI. typology and the Authoritarian-Participative model [Siakas, 2002a].

The findings from the C.H.I.D.DI typology, which is based on Hofstede’ s national cultural dimensions, defines the national culture and predicts a suitable software quality system for the organisation depending on what country the organisation is based. The findings from the Authoritarian-Participative sub-model define the organisational culture and structure.

The SQM-CODE model can be used by organisations developing software in any country. The self-assessment of the SQM-CODE will give a fast response regarding the basic underlying cultural fit or dichotomy between organisational and national culture.
4.1 The First Sub-model: The C.HI.D.DI Typology

By including cultural and organisational issues and by using two of Hofstede's dimensions, namely *Power Distance* and *Uncertainty Avoidance*, a new typology, called C.HI.D.DI was developed [Siakas and Georgiadou, 2000b]. The C.HI.D.DI typology classifies organisations depending on organisational structure and orientation into four dimensions, called *Clan*, *Hierarchical*, *Democratic* and *Disciplined*. It has been suggested that identification of organisational type will be indicated by considering organisational structure, orientation, leader's roles and management style usually expected in a certain national culture. Hofstede's Power Distance and Uncertainty Avoidance dimensions are used to categorise the countries belonging to a specific typology.

The C.HI.D.DI typology aims to improve the implementation of Software Quality Management systems, by offering guidelines on SPI to organisations developing software. The C.HI.D.DI typology itself proposes suitable software quality management systems for organisations in different cultures and emphasises weaknesses and strengths in the organisation together with guidelines and recommendations for process improvement and for improvements in organisational issues aiming to improve the fit between organisational and national culture. The C.HI.D.DI typology can also be used for assessing both purchasers and customers in order to identify underlying values.

4.2 The Second Sub-model: The Authoritarian-Participative model

The initial empirical results of this research revealed correlations of fundamental organisational characteristics. Based on these organisational characteristics, the Authoritarian-Participative submodel of the SQM-CODE defines the organisational culture and structure based on the attributes described below: These have been derived by results obtained in the field. Findings from a field-study in five countries have already been reported in earlier work [Siakas and Balstrup, 2000].

- Centralised / decentralised
- Tightly / loosely controlled
- Management driven / participative
- Formal / informal
- Deep / flat hierarchy
- Task / people-oriented
- Process / product-oriented

The Authoritarian-Participative submodel is used as follows: The organisation is asked to map these characteristics into a scale of one - six. The interpretation of the values are that the higher the values are the more bottom-up and participative is the organisational structure and the lower the values are the more top-down and authoritarian is the organisational structure. Since the questions above regarding the organisational characteristics measure similar items, the hypothesis was that the responses would cluster together for each country and thus the total mean value per country would give a single measure.

4.3 The Fit Between National and Organisational Culture

To demonstrate the value of a self-assessment using the previous models the following example will be used: If an organisation is situated in a country with Low Power Distance and Low Uncertainty
Avoidance it will be classified as Democratic according to the C.H.I.D.D.I typology. A flexible in-house software quality system is predicted to be the most suitable software quality system for an organisation classified as belonging to the Democratic quadrant, because the national culture requires a participative organisational structure with flexible rules. Introducing a Software Quality Management System needs a change in the organisation and acceptance of change will only take place if decision-making is participative.

If the organisation is classified as Participative according to the Authoritarian-Participative model then there will be a fit between the national and the organisational culture. If there is not a fit, a deeper investigation need to be undertaken in order to find out what changes are needed either to the organisational structure and other organisational issues, like changes in the processes (SPI), responsibilities and motivation.

5 Verification of the Findings and General Observations

To verify the SQM-CODE Assessment model a field study using the model took place during February and March 2000. It was conducted in a Danish global organisation at three divisions in their software development departments in different countries. During the field-study a maturity assessment also took place in one of the divisions. Observations and interviews (56 in total) with employees in software development on different levels were conducted. Before the interviews the participants had answered the common questionnaire that was especially developed for this research. The assessors were also interviewed, as well as two employees working with a SPI project on overall corporate level. The findings provided evidence to support the national differences found in work-related values between the three countries by using Hofstede's four dimensions and their effect on the awareness. The organisational culture was also taken into consideration and analysed for the same purpose. Detailed reports on the findings and on the application of SQM-CODE can be found in earlier published work [Siakas and Georgiadou, 2000a; 2002; Siakas, 2002b].

The full assessment using SQM-CODE includes a more complex process. A more in depth field-study needs to be employed by an assessment team. Questionnaires, interviews and observations are the tools used in the full assessment. The full assessment results in recommendations and guidelines for introducing or changing an existing Software Quality Management System. It also may propose changes to organisational structure and processes in order to fill possible gap between the national and the organisational culture.

The SQM-CODE model and its two submodels can be used in parallel with maturity assessments, like CMM, SPICE or Bootstrap. Global organisations would benefit of using the C.H.I.D.D.I assessment model in their subsidiaries. The organisational culture in the mother organisation might not be suitable in other countries. The mother organisation has to be aware of the differences in cultures and be flexible enough to take into consideration differences between the organisational and the national culture. If the values of the employees of the mother organisation are divergent from the values of the employees in a subsidiary, conflicts and dissatisfied employees will most likely be the result.

Within a single culture and/or country certain values, attitudes and behaviours are either favoured or suppressed. A value can either be explicit or implicit. So, how democratically, participatively or hierarchically do organisations and countries design and create software? And how does this particular development approach influence their own system of values, their working life and their life in general? Furthermore, our findings showed statistically significant evidence that if there is a fit between the organisational and the national culture, then there is a higher employee satisfaction and problems are solved more smoothly. A dichotomy is highly likely to generate dissatisfaction, conflict and ultimate failure of the quality management function in general.

In today’s global business environment top quality and just in time approaches together with low-cost products and services have become core values. A critical competitive factor is culture. Emphasis is put on cultural differences not only between employees in the global organisation but also on cultural differences between clients in the global market.
6 Conclusions and Further Research and Development

The aims of this work were to investigate cultural and organisational issues in addressing software quality in general and SPI in particular. This research has shown that culture is a source of competitive advantage/disadvantage and organisational structure and national culture play a crucial role in choosing and implementing a Software Quality Management System. We presented the SQM-CODE assessment model, which assesses the cultural fit between national culture and organisational culture and based on that assessment. The model subsequently aids in choosing a suitable Software Quality Management system depending on the country in which the organisation is situated. The model can be used worldwide, especially by multinational organisations for outsourcing and other activities.

Future research and development will concentrate on searching for more evidence by applying the principles and concepts of SQM-CODE model in large scale projects and organisations. This will increase the knowledge and awareness required for further optimisation and improvisation techniques. That is, to identify which improvement areas combined with national culture, organisation culture and improvement method will cater for best practice for SPI and successful adoption of a SQMS. A network of people involved in teleworking environments and web-based communities would also be an important sample for observations and comparisons towards finding evidence to analyse the working culture generated within virtual organisations. The study of particular work relationships in many countries will assist to collect, analyse and disseminate knowledge about improvement strategies and risk within the industry and society at large.

Acknowledgements: The authors would like to express their sincere thanks to the EuroSPI 2003 reviewers for the corrective and useful remarks. Many thanks to Mr Bo Balstrup for providing the conditions for the field work.
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Experiences With Managing Social Patterns in Defined Distributed Working Processes

Eva Feuer, Richard Messnarz, Heinz Wittenbrink

Abstract

The TEAMWORK (IST-2000-28162, Jul 2001 – Mar 2003) project trialed an e-working platform on which team-working processes could be agreed, configured, and implemented for the use by 11 organisations in 7 different countries. Finally above 50 different organisations had participated. An analysis of social patterns, and a guidance for project coordinators outlining success criteria for social team management in distributed collaboration/development was produced.

For agreeing the defined working processes we used a process improvement methodology BESTREGIT which starts from business analysis, priority analysis, and finally agrees common business processes and outcomes which can be incorporated into a jointly used e-working platform.

For analysing the social team-factors the project based on a previous study from the CREDIT project (EU MM1032 CREDIT, 1998 – 2000) in which a set of social competencies for software managers in the future were listed.

The results described in this paper are useful for distributed organisations who plan to achieve a defined capability level 3, use an e-working solution for instantiating standard processes among the sites, and need to consider social team factors for successfully managing projects.
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1 Introduction

The Teamwork project, IST-2000-28162, was a trial to examine the methodological, technical social and cultural aspects of distributed management in an international, multi language, multicultural environment.

The teamwork project based on a few assumptions which should further social acceptance by teams, and it was planned to analyse social feedback and patterns that would prove these assumptions or/and show further success criteria to be considered.

**Assumption 1 – Mission Building and Clear Roles**

Using an improvement methodology like BESTREGIT forces teams to think about joint mission statements, joint goals, and agreed roles within team structures (even if the roles act in a distributed environment). Thus we assumed that this clear role assignment and mission will positively impact the team acceptance.

**Assumption 2 – Integration Ability**

We assumed that by providing defined team-working scenarios and roles the integration of new partners into the project will be easier, allowing more than just the 11 organisations to participate.

**Assumption 3 – System Flexibility**

We assumed that by providing an environment to allow non-technical users to adapt/tailor the working processes (without programming) on the e-working platform, would increase the acceptance by the non-technical users (decision makers, politicians, etc. who participated as well).

**Assumption 4 – Social Competencies**

We assumed that there is a key list of social factors that in a distributed team will have to be handled differently than in a traditional management (all people in one building, etc.)

After the installation of the virtual team-working methodology and technology different scenarios were introduced to provide the users with practical applications of the methodology and technology. During these introduction and implementation processes different approaches were applied to analyse the social and cultural skills:

- Collection of Social Feedback and Statistical Analysis
- Social Patterns Analysis and Interviews
- Evaluation of Assumptions (Correlation Analysis)

2 Defined Environment – Comparable Experiments

To perform an analysis as foreseen in TEAMWORK [1],[4],[5],[6] it was necessary first to reach a basis which allowed to reach statistically comparable results. Thus it was necessary to run through steps like

- Joint mission analysis (BESTREGIT methodology)
- Joint goal analysis (BESTREGIT Methodology)
- Joint agreement on working processes (we called them working scenarios) with defined roles, results, work flows (BESTREGIT Methodology)
- Configuration of the e-working platform with the agreed processes (TEAMWORK system)
Scenarios covered project planning and management, work package management, configuration management (enforced by the system), quality assurance (by defined e-working scenarios and system supported including planning reviews, work package reviews, deliverable reviews, effort deviation reviews, external reviews, non-conformance reporting and corrective actions). (ISO 9001, CMM 1.1 Level 2)

The working scenarios were agreed as standards among the team, team members played the defined roles, and intergroup coordination was done through a virtual office (keeping track of data and user involvement). (ISO 9001, CMM 1.1 Level 3)

The goals was to start with an e-working environment which in terms of processes, methodologies, and technologies is defined, stable, and offers a basis for analysing social factors. If each team would not follow the same standard platform approach the measures on the social side would be impacted and a controlled experiment (with data that can be compared) would not have been possible.

2.1 Short Introduction to the Underlying Working Platform

It should be noted that what we present here is already the refined platform, as the social feedback led to two major refinements.

The wish for informal working zones (not all should be formal)

This area had to be integrated to allow team discussions, informal exchange of ideas, searching like in a knowledge base, and informal meetings (not following the defined processes). Discussion areas needed to be on different levels keeping different private zones separate.

The wish for generic systems versus wizard based generated systems

We had to withdraw from the idea of a tailorable system where a system administrator changes certain configurations for users, and to develop a wizard and e-working system generator which allowed key managers (also politicians and decision makers) to program e-working processes without having computer knowledge. (see Figure 1).

![The New Tool Chain (Manageable by non-computer people)](image)

**Configuration Wizard**: This is a wizard like interface developed with PHP, SQL database, and Apache server which allows to -

- Enter project types / e-working spaces
- Working phases in project types
- Document types, templates, and flows
- Roles, and submission flows, as well as ownership
Links between document types

**Generator:** This is a tool where the user selects which project working types the e-working server should support and then generates a BUILD of NQA. This BUILD contains all regenerated user interface templates and scripts so that NQA can be adapted / tailored automatically.

**Maker:** This is a tool which the NQA Administrator calls and automatically the new BUILD is imported to the server. After a restart of the server all new structures are automatically supported.

**NQA 5.1:** This is the actual e-working server supporting the scenarios (project management, configuration management, etc.).

![Figure 2: Screen Shot of a Document Submission Dialog (Checked in State in Version Control)](image)

**Figure 2:** Screen Shot of a Document Submission Dialog (Checked in State in Version Control)

![Figure 3: Screen Shot of Document types in an E-Working Project Scenario](image)

**Figure 3:** Screen Shot of Document types in an E-Working Project Scenario

One major technological finding was that users are willing to think process and team-working driven but require a platform that can be generated as needed in minutes. This is especially true in case of decision makers, politicians, etc.
3 Social Analysis

3.1 The Approach

On the one hand we performed a search in literature to find out experiences with team-working concerning social factors and team psychology aspects. This resulted in a list of key social criteria which might have an impact on the team-working in general.

Secondly the social team in the Teamwork project did a feedback analysis during the trials and statistically analysed the feedback to identify if social / human factors influence the way how people perceive team-working (especially over the Internet).

And thirdly the social team in the Teamwork project applied the social patterns analysis methodology and also performed a set of interviews which were analysed to draw a number of conclusions concerning the social factors influencing team-working.

In total 59 organisations have been involved in the trials who each provided users to the different projects run via the system. These 59 organisations have been further split into public service, research networks, and software engineering.

We also had 42 different projects running through the system using the defined environment and managed by a virtual team leader. The team size of each project varied between 13 and down to 2 different organisations involved.

Each organisation provided in average 9,3 users to the different projects so that a total of 550 users were involved.

3.2 Statistical Analysis and Significance Evaluation

The questionnaire consisted of 4 parts. Each part contained 10-15 questions. The questionnaire was available to all users online. The questionnaire was structured to address general data, and the three components of the TEAMwork solution:- Methodology, Technology and Social / Cultural factors [1],[4],[5],[6].

The methodology of the questionnaire is based on the hybridised grounded theory approach. There are direct and multiple choice questions. The possible answers for the multiple choice questions were not scaled on the questionnaire, but at the evaluation part a value was attach to each response.

We have done further statistical analysis to determine the connections and the importance of cultural dimensions. We have used a standard statistical package called BMDP and applied the so called Pearson Chi square test for determining the significance of the different attributes.

We have found
- age sensitive problems,
- gender sensitive problems,
- organisation type sensitive problems,
- experience sensitive problems.

But we did not find language or job role sensitiveness.
3.2.1 Age Sensitive Significance

Communication Related

We have found that the young people needed significant less face to face contact with team members, than older people just the mechanisms provided by the TEAMWORK environment. We have found that the young people think that most of the communication to the team-leader can be conducted using the environment, most of the older people think that only a small part of the communication can be conducted using the environment.

Communication Related - Possible Interpretation

This could mean that if you have a mixed team of young and older people you need to be aware that you need extra effort (despite of having all online) to involve both groups into other means of communication than technology as well. Not doing that will lead to resistance of the older team members.

Management Style Related

It is very significant that young people are happy with the more democratic management style imposed by team-working based e-working.

Management Style Related - Possible Interpretation

This could mean that if the majority in your team are younger team members you can implement flat management structures and distributed working easily, in case of a mix of old and young staff you need to establish clear hierarchies beside the flat team-working structure (based on role collaboration and communication).

3.2.2 Gender Sensitive Significance

Project Control Related

The statistical analysis shows that it is highly significant that women believe that the e-work solution could hinder the control of their work, men believe it does more for them.

Team Spirit Related

Another significant difference is how women and men feel about the effect of this tool to enhance the teamwork spirit, women found it enhancing or no effect, for men it was felt more that it negatively affects team spirit.

Possible Interpretation

This shows a quite funny situation. While women think it widens the team spirit, they still would not trust a system to take over the control. On the other site men like a system to take control but still need e.g. a coffee area to enable a team spirit.

This could mean that depending if a man or woman is the team leader the way of how the systems will be used and team spirit is built up might be different.

3.2.3 Organisation Sensitive Significance

Management Style Related

It is significant that people are happy with the more democratic management style of the TEAMWORK environment. Actually people from university, public service, and research centers are happier, than from large enterprises.

We have found, that there is a significant difference how people from university, public service, and research centers feel the effect of this tool to enhance teamwork spirit, for people from large enterprises it was felt more that it gives negative affect.

Management Style Related - Possible Interpretation
This could mean that if you set up a team and you involve a large organisation it is not sufficient to just define your agreed team-working processes, but also to integrate properly the existing hierarchies inside the collaborating large organisation.

Project Control Related

It is significant that people from university, public service, and research centers believe that e-working enhances the control of their work, people from large enterprises believe it does hinder.

Project Control Related – Possible Interpretation

This could mean that if you set up a team and you involve a large organisation it is not sufficient to just define your agreed team-working processes, but also to integrate properly the existing hierarchies inside the collaborating large organisation.

Team Communication Related

It is significant that most of the team members from large enterprises and university think that there is good cooperation in their team and from SME the team members think that the cooperation is not adequate.

Furthermore it is significant that most of the team members from large enterprises and university think that the e-working tool increases the frequency of collaboration in their team and from SME the team members think that it reduces the collaboration.

Most people from SME, large enterprises and university think that less than 50% of communication to the project leader was conducted using the e-working system, according to the university enterprise training partnership and the research centers more than 50% of communication to the project leader was conducted using the system.

Team Communication Related – Possible Interpretation

This might have been caused by the fact that the SMEs used the system mostly as an Intranet system. Users then had the feeling that this system will be seen as a substitution of the normal (e.g. coffee kitchen based) communication.

This could mean that if the system is not used in a distributed environment you need to be careful to not go into a resistance situation where some staff members will run defence mechanisms. (to defend their own social environment).

Innovation Related

It is significant that people from university, public service, and research centers believe that the Teamwork work style encourages an innovative approach to solving problems, people from large enterprises believe it does not.

It is significant that people from university, public service, and research centers believe that e-working helps them to improve the understanding of team roles.

We have found, that there is significant difference how people from university, public service, and research centers feel that there are adequate opportunities in TEAMWORK to express their views.

Innovation Related – Possible Interpretation

It is an observation (also emphasised again in a discussion after the project by a large enterprise) that larger organisations want to have more impact and decision power on projects and innovations, while the distributed team-working concepts (role based) only gave them equal weight among all team members (independent from their size).

This could mean that in case of e-working collaborations the larger organisations (who have bigger project shares) should get higher access rights than a normal user (like an area specific admin).
3.2.4 Experience Sensitive Significance

Technology Acceptance Related

It is significant that people with no or some experience believe that the Teamwork solution enhances the control of their work, many people with great experience believe it does hinder.

It is significant that people with no experience believe that the Teamwork work style encourages an innovative approach to solving problems, people with some or great experience believe it does not.

Technology Acceptance Related - Possible Interpretation

The more technology driven a user is the more the user bases the acceptance on technology matters. For instance, decision makers and managers of innovation centers scored as less experienced technology users but in fact they thought first process driven and then searched if certain upload function should additionally be supported. Where both groups agreed was improvements on the User Interface, not in details.

This could mean that if you mix non computer specialists (decision makers, politicians) and computer experts in one team then you need to manage process driven with the decision makers and try handling all technology issues (further technology wishes) at the same time. Be aware of that not so easy management task to get both groups into one boat.

3.2.5 Language Sensitiveness

We did not find any significance according to the languages spoken. First of all this could mean that for most of the persons who were interviewed English was the second or the first language spoken, they have experience in their work with English and secondly that the English language of the TEAMWORK solution is well defined, easy to understand.

3.2.6 Job Role Sensitiveness

We did not find any significance according to the job role. This means that the TEAMWORK solution is a very democratic approach and gives equal opportunity for all, not depending on the job role. This also means that the level of training was adequate for all job roles. The implemented job roles were:

- Business Manager
- Project Manager
- Safety Manager
- Quality Manager
- Requirements Engineer
- Procurement
- Administrator

3.3 Social Patterns Analysis and Interviews

The methodological difficulty of describing the social requirements of a successful TEAMwork project is very similar to the typical problem of knowledge management in companies or other organisations: the transformation of "tacit" or "implicit" knowledge into explicit knowledge. In addition to the explicit TEAMwork methodology the participants in the trials used a lot of implicit knowledge, and by the combination of both, the outcome of the trials was also a "social success", the formation of a multilingual and multinational "community of praxis".
3.3.1 Design Patterns as a New Method for Transforming Implicit into Explicit Organisational Knowledge

In this paper we are using the naming and description of "organisational" design patterns [2],[3] as a technique for the transformation of implicit knowledge into explicit knowledge. It is the original purpose of design patterns to offer a language for the description of a knowledge that is already practically used and embodied by certain artifacts. "Patterns and Pattern Languages are ways to describe best practices, good designs, and capture experience in a way that it is possible for others to reuse this experience." (Patterns Homepage, http://hillside.net/patterns/). Patterns are offering "metarules" or guidelines on a level above the level of the direct application of a methodology or the technical solution of a problem. For our purposes design patterns are presenting two basic advantages:

- 1. they are described for practical purposes and can be used or applied in ordinary "working contexts" and
- 2. they are generative rules: the repetitive and sometimes recursive application of simple patterns can yield very complex results.

By identifying patterns that were applied in the course of a successful application of TEAMwork we are able to offer parts of a "toolbox" or "vademecum" to organisations who want to apply TEAMwork in the future.

3.3.2 Focussing on the Structure of a Social Space

In the qualitative interviews we did not want to collect the same information again which we collected already on methodology and technology in the user feedback. The aim of the interviews was to describe properties of the social space of the TEAMwork trials and to relate the features of this space to TEAMwork as a methodology. We were focussed on three aspects of TEAMwork as a social space:

- 1. Awareness
- 2. Collaboration and cooperation
- 3. Planning and representation of work

3.3.3 Going More in-Depth – Social Factors Checkpoints

The description of TEAMwork as a social space is related to the personal and social requirements that are expressed in chapter 2.3 of deliverable 2. The focus there are the individual skills. The focus of our analysis is the modelling of a social space. We wanted to show to what extent the social space of the TEAMwork trials is a result of the use of the TEAMwork methodology, which other factors have to be taken into account, and how these other factors can be expressed. The ultimate goal is to give future users of TEAMwork guidelines for the shaping of social spaces in connection with TEAMwork.

The selected social skills were taken from the skill set developed in the previous MM 1032 project CREDIT:

<table>
<thead>
<tr>
<th>2.3.1.1 Unit SWE.010 Social Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3.1.1.1 Element SWE.010.001 - General</td>
</tr>
<tr>
<td>2.3.1.1.2 Element SWE.010.002 - Reflection</td>
</tr>
<tr>
<td>2.3.1.1.3 Element SWE.010.003 - Defence mechanisms</td>
</tr>
<tr>
<td>2.3.1.1.4 Element SWE.010.004 - Attitudes</td>
</tr>
<tr>
<td>2.3.1.1.5 Element SWE.010.005 - Co-operation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2.3.1.2 Unit SWE.011 Team Roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3.1.2.1 Element SWE.011.001 - Technical team roles</td>
</tr>
<tr>
<td>2.3.1.2.2 Element SWE.011.002 - Roles connected to personal characteristics</td>
</tr>
</tbody>
</table>
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| 2.3.1.2.3 | Element SWE.011.003 - Leadership |
| 2.3.1.2.4 | Element SWE.011.004 - Power basis |
| 2.3.1.3 | Unit SWE.012 Group Dynamics |
| 2.3.1.3.1 | Element SWE.012.001 - Social influence |
| 2.3.1.3.2 | Element SWE.012.002 - Social facilitation |
| 2.3.1.3.3 | Element SWE.012.003 - Conformity |
| 2.3.1.3.4 | Element SWE.012.004 - Groupthink |
| 2.3.1.3.5 | Element SWE.012.005 - Avoiding groupthink |
| 2.3.1.3.6 | Element SWE.012.006 - Phases in group development |
| 2.3.1.3.7 | Element SWE.012.007 - Group development |
| 2.3.1.3.8 | Element SWE.012.008 - Politics (organizational- and group-level) |
| 2.3.1.3.9 | Element SWE.012.009 - Team building |

#### Figure 4: CREDIT MM 1032 – Required Social Skills of Future Software Managers

### 3.4 Selected Results of the Social Patterns Analysis

A full deliverable of 46 pages has been produced as a sub-deliverable of deliverable 5 in the IST-2000-28162 project. We include here a list of core social patterns which are important for distributed development, the study identified a many more patterns.

#### 3.4.1 Core Organizational Design Patterns

**COMMUNITY OF TRUST**

“If you are building any human organization Then: you must have a foundation of trust and respect for effective communication at levels deep enough to sustain growth.”

Remark: The interviews and our experience show that a community of trust was established during the trials. The formation of a “community of trust” was the result of meetings creating positive relation between the participants, of a common interest in the success of the project, and an efficient and open management style. For applications of TEAMwork in the future it should be explicitly checked which factors in an organisation could endanger mutual trust. It is decisive to create and maintain human relationships between the participants around the formalised communication via the NQA server.

**WORK FLOWS INWARD**

“If you want information to flow to the producing roles in an organization Then: put the developer at the center and see that information flows toward the center, not from the center.”

Remark: This pattern was realised by the configuration of the roles of the participants. The result was, that none of the interviewed persons complained about missing information. In the future this pattern should be used explicitly when flows of information in a TEAMwork project are defined.

Note: Role based communication models lead to a fact where more important roles also receive more information flows, while in old traditional style top-down diagrams only positioned managers higher than others and defined restricted reporting paths.

**TEAM PER TASK**

“If A big diversion hits your team, Then: Let a subteam handle the diversion, the main team keeps...
Remark: This pattern was a guiding principle of the organisation of the trials with different teams working in different domains and subteams of these teams responsible for individual tasks. During the trials there was no threat of a major diversion. In future applications of TEAMwork an „emergency team“ should be defined and nominated in order to be able to handle such cases.

3.4.2 Piecemeal Growth Patterns

SCENARIOS DEFINE PROBLEM

„If you want a good characterization of customer needs Then: use scenarios to define the problem.“

Remark: This pattern is explicitly realised by TEAMwork. The role definition is always done via scenarios. It is one of the TEAMwork core patterns that are implemented by every TEAMwork application.

FIRE WALLS

„If you want to keep your developers from being interrupted by extraneous influences and special interest groups, Then: impose a Fire Wall, such as a manager, who "keeps the pests away."

Remark: This pattern was implicitly realised during the role configuration for the trials. TEAMwork implements this pattern nearly in a automatic way because TEAMwork defines the circulation of information explicitly. For the trials as a whole this pattern was implemented by the overall project management handling external communication, e.g. the communication with the EU-representatives.

UNITY OF PURPOSE

„If a team is beginning to work together, Then make sure all members agree on the purpose of the team."

Remark: For the TEAMwork trials as a whole this pattern was realised during the preparation of the project and the meetings of all participants in the first phase of the project. For the single trials it was realised by the definition of scenarios and goals. This pattern is a core pattern that is implemented by Bestregit: the definition of roles is undertaken on the base of a common mission statement.

HOLISTIC DIVERSITY

„If Development of a subsystem needs many skills, but people specialize, Then: Create a single team from multiple specialties."

Remark: This pattern was implicitly realised by the whole TEAMwork team and the communication of people with very different skills and professional background. Here again TEAMwork seems to be especially appropriate for heterogenous teams.

The role based approach of TEAMwork makes this pattern a useful supplement to the TEAMwork methodology. The roles themselves say nothing about individual skills of the TEAM members. The combination of people with different skills in a team is especially necessary if the team has to fulfill tasks that cannot be completely formalised and represented by the configuration of the NQA-Server.

DOMAIN EXPERTISE IN ROLES

„If you need to staff all roles, it’s difficult to determine how to match people to roles to optimize communication. Therefore: Match people to roles based on domain expertise, and emphasize that people play those roles in the organization."

Remark: This pattern was implemented during the configuration process, because role were defined by a remodelling of existing practices. It should be explicitly used for TEAMwork configurations. It should be explicitly used in cases where roles are defined for new scenarios.

ENGAGE QUALITY ASSURANCE

„If developers can't be counted on to test beyond what they already anticipate what might go wrong,
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Then: engage Quality Assurance as an important function."
Remark: This pattern is explicitly implemented by TEAMwork and can be regarded as another core pattern for NQA and Bestregit.

GROUP VALIDATION

If you want to avoid being blindsided in quality assurance Then:
ENGAGE CUSTOMERS and DEVELOP IN PAIRS to validate the system.
Remark: This pattern is implemented by the validation and review processes in the application of NQA. It can also be understood as a core pattern.

3.4.3 Organisational Style Patterns

STABLE ROLES

„If you have to deal with project disruptions, Then: keep people in their primary roles, and deal with disruptions as temporary tasks."
Remark: This is one of the patterns that are explicitly realised by TEAMwork with its role and scenario based method of project management and Project organisation. As well as “Engage Quality Assurance” and “Scenarios Define Problems” it can be regarded as a “core pattern” of TEAMwork.

RESPONSIBILITIES ENGAGE

„If central roles are overloaded but you don’t want to take them out of the communication loop Then: intensify communication more among non-central roles to deload the central roles”
Remark: This is one of the patterns implemented by and via the usual role based TEAMwork configuration. The TEAMwork scenarios are not hierarchical and therefore distribute communication between the team members in a goal oriented way. This is one of the TEAMwork „core patterns“.

DE-COUPLE STAGES

„If stages are too interleaved for the good of some high-context development where phases can be separated to increase parallelism, Then: serialize process steps, with well-defined handoffs between steps.“
Remark: This is again a defining or core pattern for TEAMwork. It is a characteristic feature of TEAMwork that the phases of a work process are clearly separated.

UPSIDE DOWN MATRIX MANAGEMENT

„If the right skills and resources don’t seem to be applied to a particular aspect of the work Then: go beyond corporate structures to leverage teams in other organizations (customer, partners, other internal organizations)
Remark: This pattern, also a core pattern, regards the very reason of the building of a virtual team with the TEAMwork technology. The virtual organisation is not simply a transposition of a non virtual organisation into the virtual or digital space; it can create new teams or organisations that integrate roles or persons who in the „analogous world“ are clearly separated. An example is the integration of a customer into a TEAM that was practiced during the trials in the defense domain. The chances of completely new types of organisations and businesses in the virtual space are described by the „Cluetrain manifesto“ (http://www.cluetrain.com/)
Note: This highlights that innovation needs sometimes a kind of revolution from the bottom driven by an innovative brain. Networked structures better enable the release of such innovative forces.

3.4.4 People and Code Patlets
ARCHITECT CONTROLS PRODUCT

„If a project has a long life, then you need someone to carry the vision forward. Therefore: The architect is an important role as long-term keeper of architectural style."

Remark: This pattern is directly formulated for the requirements of the software industry. During the trials it was an important factor that with ISCN the architects of TEAMwork were also responsible for the implementation. For the design of social spaces around TEAMwork it will be essential that the designer or architects are also team members, capable to correct in the case of erroneous deviations from the original purposes and to transfer the original ideas to new situations.

Note: The job role architect stands for the responsibility to define common agreed processes and who sets these processes up for the teams as an e-working support environment. This job role then also integrates the different deliverables from the different partners who collaborate through the environment.

ARCHITECT ALSO IMPLEMENTS

„If an architect is on an ivory tower, they are out of touch; yet someone needs to take the big and long view and reconcile it with practice. Therefore: the architect is materially involved in day-to-day implementation.“

Remark: During the TEAMwork trials this pattern was successfully implemented, because the architects of TEAMwork were members of the team. The designers of future TEAMwork teams should work in the teams they created and „eat their own dogfood“, in order to be aware of the daily work requirements.

STANDARDS LINKING LOCATIONS

If you have geographically separated development, Then: use standards to link together parts of the architecture that cross geographic boundaries.

Remark: This core pattern defines a major reason for the use of Bestregit an NQA in virtual environments.
4 Evaluation and Outlook

Using the organisational design pattern language defined by Harrison, Coplien et al. we can name a set of core patterns that define TEAMwork as a social space. These core patterns are implicitly implemented by TEAMwork. They could be used as starting points for a pattern oriented description of TEAMwork. The TEAMwork core patterns are:

1. Information flows Inwards
2. Scenarios define Problem
3. Unity of Purpose
4. Engage Quality Assurance
5. Group Validation
6. Stable Roles
7. Responsibilities engage
8. De-couple stages
9. Upside down matrix management
10. Standards linking locations

The rest of the patterns described in the TEAMwork deliverables can be used as a base for general guidelines or „rules of thumb“ for the implementation of TEAMwork with regards to its social aspects.

We can articulate a basic set of manager guidelines as follows:

1. Identify factors endangering the creation of a community of trust
2. Create and maintain positive human relations between the persons that will communicate with each other via the TEAMwork server
3. Define existing practices, that have to be remodeled, explicitly and set up a hierarchy of importance
4. Define the flow of information as centered around the productive people
5. Create emergency teams that allow the rest of the team to continue working in the case of a crisis
6. Check whether TEAMwork is adequate for the size of organisation. If necessary assemble several sub-projects to achieve the critical mass where the use of TEAMwork makes sense
7. Use customer roles or "customer proxies" in order to relate work processes to customer needs
8. Define roles to keep disturbing factors away from the productive people in an organisation
9. Avoid uniformity in team building, create teams with members of different age, gender, experience and culture, if possible
10. Define public roles in order to foster coherence for larger teams
11. Combine multiple skills in teams and subteams
12. Make an account of the domain expertise of the team member and use this expertise for the assignment of TEAMwork roles
13. Define as few roles as possible in team or subteam
14. Make the producer roles the central roles in team
15. Create subteams to reduce the complexity of an organisation
16. When you set up a team structure, let it primarily reflect the structure of the business domain,
17. Form subteams of people at the same geographical location, if possible
18. Start the cooperation of virtual teams with a face-to-face meeting
19. Create channels and opportunities for informal communication beside the NQA-Server
20. Limit the exchange of documents and information in normal work situations to a maximum of seven persons and roles. The optimal number is between 3 and 7.
21. Couple the roles of team members tightly, if you want to achieve high efficiency
22. The architects or builder of a team should also be team members during the realisation of a project.
23. When TEAMwork is implemented in a large and/or distributed organisation, define an architecture team that takes care of the structure of the organisation as a whole.
24. Do not endanger the coherence of an organisation by publicly discussing reasons for management decisions that have to be taken independently from the will of the participants
25. Confer responsibility for artefacts as a whole (products, sub-products, deliverables) to individual team members

We plan to evaluate these social patterns further and hope to find further projects or partners to exploit such data.
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Abstract

The software engineering community has moved from corrective methods to preventive methods shifting the emphasis from product quality improvement to process quality improvement. Inspections at the end of the production line have been replaced by design walkthroughs and built-in quality assurance techniques throughout the development lifecycle. Process models such as the Spiral, V, W and X-Models provide the principles and techniques for process improvement which, in turn, produces product improvement.

Factors that affect the quality of software need to be identified and controlled to ensure predictable and measurable software. In this paper we identify controllable and uncontrollable factors and provide empirical results from a large industrial survey, as well as conclusions relating to the models and metamodels for the estimation, measurement and control of the totality of features and characteristics of software.
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1 Introduction

Software is at the heart of most modern businesses. Business success depends on the quality, the cost and the timeliness of the software they use. A Software Quality Management System is the enabling mechanism within an organisation which co-ordinates and controls the functions needed to achieve the required quality of product or service as economically as possible. It will involve every organisational function that directly or indirectly affects a delivered product or service [DTI, 1992]. For a successful implementation of a Software Quality Management system, weak areas in the current situation have to be identified and gradually improved by introducing a formal process suitable for the specific organisation.

A Software Quality Management system requires that software engineering knowledge and discipline will be applied at all phases of the development life cycle in order to assure software quality. In Software Quality Assurance (SQA) software metrics are used to help numerically determine the quality of both the process and the products together with an independent verification and validation (V&V) usually carried out by the software quality assurance engineers. The right measures visualise different problems in the organisations and after taking action they are a means of control. Verification is the process of determining if the products of a given phase of the software development cycle fulfil the requirements for the next phase regarding consistency, correctness and completeness. Validation is the process of evaluating software throughout its development process to ensure compliance with software requirements. Thus software quality assurance engineers are required to possess sufficient domain knowledge so that they can evaluate the completeness and correctness of system requirements. They must also have the ability to determine whether the design has incorporated all requirements accurately. Finally they are responsible for advising management when or whether a product is reliable and meets quality standards.

There are essentially two approaches that can be followed to ensure product quality, one being quality assurance of the process by which a product is developed (ISO 9000:2000), and the other being the evaluation of the quality of the end product (ISO 9126). Both approaches are important and both require the presence of a Software Quality Management system. The choice of Software Quality Management system, processes, standards and metrics greatly depends on the organisational culture and the maturity level of the organisation [Siakas, 2002].

During the last two decades, there has been a change from concentrating on the product to concentrating on the development process. Software Process Improvement (SPI) has become a practical tool for companies where the quality of the software is of high value [Järvinen, 1994]. In a Technical report Herbsleb et al. [1994] showed (with results from 13 organisations) that due to SPI the products (the number of post-release defect reports were used as a measure) and business value (ROI, Return On Investment) was improved. It is generally considered that, a well-documented and a repeatable process is essential for developing software products of high quality. There is also evidence that the use of standards and process assessment models has a positive impact on the quality of the final software [Kitchenham and Pfleeger, 1996] Evidence for the emphasis on process is also hat ISO certification does not certify product quality but that a stated and documented process is followed. Similarly, well-known and recognised assessment models like CMM [Paulk et al., 1993; Paulk, 1993; 1995], BOOTSTRAP [Haase, 1992; Haase and Messnarz, 1994; Kuvaja et al.,1994].

2 The Selection of a Suitable System Development Method

Among the most important criteria for selecting a method is its ‘suitability for modelling the application domain’ and the ‘ability to transform its characteristics in a consistent and correct manner to a computable design/software architecture’ [Jackson & Zave, 1993]. Different systems need different techniques to capture their properties and similar or different languages to model and preserve them. Most systems’ developers either use methods (with or without automated tools), which are technically oriented (hard methods) or try to concentrate mainly on human factors by using human activity oriented methods (soft methods).
According to Holcombe and Ipate, there is “little empirical evidence of the superiority of one method over another in large-scale projects” and moreover there is “a crisis of intellectual respectability in the subject”. They continue supporting that “not only the evaluation of the methods used is weak, the selection of the types of system and problem to focus on is very restrictive. In order to convince, in a scientific manner, that method A is better than method B in large design projects (and that is where the problems are), we must present rigorous evidence drawn from carefully controlled experiments of suitable complexity. This is, more or less, impossible in practical terms. Is there an alternative approach? The use of theoretical models of computing systems can provide some alternative approaches ...” [Holcombe & Ipate, 1998].

2.1 Limitations of IS development methods and associated metamodels

There are two important problems associated with IS methods currently available. Firstly, the absence of the interconnections between hard and soft problems, which inevitably leads to inadequate information systems with problematic functionality. Secondly, the design or software architecture of a system lacks those computational characteristics because they are not specified as an integral part of it. These characteristics make it reliable, easily re-engineered and maintained. We might ask whether there is any all-stakeholder-oriented method among the plethora of methods to adequately capture all the above requirements. And if so, is there any adequate automated support through an Integrated Computer Assisted Software Engineering (I-CASE) environment during all the phases of the software engineering lifecycle?

Development methodologies in order to be reliable, need to also have solid foundations in their generic structure for testing and mapping of the requirements from design to implementation in an expressible, correct and consistent way. They should also cater for systems and method re-engineering with principles that accommodate change regarding soft and hard components of the system such as people’s opinions, systems’ processes, and so on. One of the most important properties to establish quality assurance of the process models that handle the previous is the ability to provide formal testing which is also absent from existing frameworks and metamodels [Berki, 2001].

Moreover, considering the principles and different levels of metamodeling abstraction, that Method Engineering as a discipline caters for, none of the metamodeling environment and notations handles metadata and metaphrocess specification aspects for method modelling considering methods as dynamic models. This is an invaluable property allowing modellers to keep control on both process metamodeling and metadata of a method because they can express it at the same time. Arguably, when we built a method, we need a general and generic process model of abstraction such as to offer us both generality and specialisation for different application domains [Berki et al., 2001].

Method Engineering is of course a new division/discipline in software development and its emergence was clear while there was a need to improve process models (methods) for IS development. However, the efforts were concentrated mostly on issues such as integration of methods, flexibility of method construction, new theories on requirements management and so on, whilst emphasis was never placed on the relation of recent disasters of software development such as ‘the millennium bug’, or the space rockets and railway disasters.

The previous are examples of large software systems infrastructure that we have inherited and there is an urgent need to re-engineer, test and improve them. These and similar incidents were due to software design errors and their study and examination revealed that there is urgent need for these to be addressed at method engineering level and from the metamodeling (and possibly metametamodeling) point of view.

In the field of method metamodeling most methods’ metamodels are led by rules of modelling abstraction which concentrate on soft or hard issues for the evaluation of methods, quantitatively or qualitatively. However, many of implied goals and objectives are not addressed and remain in the wish lists, whilst it seems that many process-oriented problems in software development remain undefined or not specified at all, to say the least. Some others such as the problem of testing remain in silence.
“There is no single metamodelling initiative or CASE-Shell tool, which claims to facilitate testing” [Berki, 2001].

In general, the use of formal methods for developing software-based systems did not lead to quality information systems, in the past. It soon became clear that analysing and designing a system with formal methods offers some quality assurance regarding the development of unambiguous, consistent, correct and verified mathematically-proven specifications, but there were other issues raised. The most frequently mentioned problem that is associated with the use of most formal methods in software development is the unfriendly and fragmented approach, which prevents wide understanding and results in high costs for training and prototype construction and testing.

Huotari & Kaipala summarised results of scientific work within the field of Human-Computer Interaction (HCI) focusing on cognitive aspects on methods’ use. Their review analyses and synthesises the main contributions and takes a critical view on how cognitive aspects are considered and what methods are used. They believe that “Despite a trend of applying cognitive task analysis and other user-centered system design methods, issues of human cognition and human information processing still need more attention in the IS research.” [Huotari & Kaipala, 1999].

2.2 The Need for a Multidisciplinary Approach in IS Development

Exposing the issues that were examined in the previous paragraphs and having research evidence on the cultural factors that influence software development (Ref. Kerstin’s PhD) we need to consider the following: The capturing of the needs’ interconnected nature in a holistic question, which will connect them to the needs of IS. Such a question will draw examples and provide links, opinions and insights from various related contexts and contents, in order to finally present an integrated solution [Berki et al., 2003a].

That being the reality, a rigorous and integrated method based on holistic communication rules must also provide appropriate syntactic and diagrammatic structures to model the semantics, pragmatics and semiotics of systems’ and stakeholders’ cultural requirements and thus provide the scientific ground for usability engineering [Berki et al., 2003b].

Therefore, the interest for IS designers should be in identifying and using general and understandable, groupware-oriented structures that capture adequately the features of specification and computation. This can be achieved in terms of specialised and sufficiently general design structures that can capture the richness and testedness of domain specifications, considering at the same time people’s cognitive needs for maximum participation and, therefore, empowerment.

It is important for the software developer to state clearly their objectives for software product or the process improvement, and to specify the product/process response characteristics that reflect these objectives. The formulation of the problem as well as the production of a list of controlled parameters and noise variables can be achieved through brainstorming and formulated using techniques such as the Ishikawa (cause and effect) or fishbone diagram.

Measurable objectives should be chosen such as the number of bugs found during formal inspections which are conducted during the software life cycle under the specified methodology a company adopts.

2.3 Sensitisation towards human factors

Throughout its lifetime, Information Systems Engineering has failed to deliver software products at satisfactory levels of reliability, timeliness and cost. To solve this problem, the Information Systems industry has turned its attention to the software development process, arguing, like other industries before it, that a high-quality process will deliver high-quality products. Thus various Software Quality
Management Systems have been proposed and developed. Although all these involved technological elements (which have generally received much attention), most people now recognise that the successful development of a quality culture depends more heavily on social factors. Yet these social factors have been largely neglected. However, in recent years a shift has taken place in software development by taking more human factors into consideration. Cornford and Smithson [1996] for example argue that we must see beyond any technology if we are ever to understand what happens when Information Systems are built or operate. They emphasise that people, people-structures and people-processes have to be taken into consideration when adopting an Information System’s perspective both in development and research. A similar approach is emphasised by Klein and Lyytinen [1985], who state that one of the reasons for an Information Systems’ failure is that the design conflicts with prevailing organisational culture and attitudes.

One of the human factors is commitment, which has long been argued to play a major role in the success of software projects since it increases the odds that appropriate actions will be taken [Ginzberg, 1981; Kautz, 1999; Lucas 1981; Marcus 1981]. Most of the researchers in the field seem to agree that commitment is one of the most important human factors in determining whether a well-planned process improvement program will succeed or fail [Dahlberg and Järvinen, 1997; Diaz and Sligo, 1997; Grady, 1997; Humphrey, 1995; Rodenbach et al., 2000; Stelzer and Mellis, 1998; Zahran, 1998].

Another human factor is culture. The main objective of the study described above [Siakas, 2002] was the identification of a number of cultural factors that have a bearing on the successful adoption and implementation of a Software Quality Management system. The main contribution of the study was the development of the SQM-CODE (Software Quality Management: Cultural and Organisational Diversity Evaluation) model, which assesses the fit between national and organisational culture.

3 Case Study

A comparative study was carried out in the form of quantitative and qualitative investigation in four counties, namely Denmark, Finland, Greece and the UK. The quantitative investigation was a survey collecting hard data by using a postal questionnaire. In parallel, a qualitative method in form of case studies was performed in order to address different aspects of the research problem, to confirm the findings from the questionnaire and to prove the hypothesis.

The questionnaire was sent to organisations developing software for own use or for sale. Totally 307 questionnaires were completed. In addition field-studies were undertaken in several organisations. Totally 87 interviews were conducted in Finland, Denmark and Greece with software developers at different levels and with different positions in the organisations. Following the initial verification phase observations were carried out in a Danish organisation for a period of two month [Siakas and Balstrup, 2000]. The objective of using observations was to investigate in more depth the research problem and to verify the findings.

3.1 Are measures of the quality of software process kept?

From figure 1 we observe that amongst the organisations taking part in the study Greece is the country that keeps measures of the quality of the software development process to highest degree. The sum of the values for quite a lot or very much so is 61.9% for Greece, 44.7% for Denmark, 42.6% for Finland and 42.5% for the UK.
The significance of the Chi-square is 0.002, which indicates that the null-hypothesis, that the responses are similar for all countries, can be rejected. This means that we have statistically proved that there are significant differences in responses depending on country of origin.

### 3.2 Are measures of the software product kept?

From figure 2 we observe that amongst the organisations taking part in the study Greece is the country that keeps measures of the quality of the software product to highest degree. The sum of the values for quite a lot or very much so is 67.3% for Greece, 50.5% for Finland, 50% for Denmark and 47.7% for the UK.
Table 1: Cross-tabulation of measures of the quality of the software process vs. product

<table>
<thead>
<tr>
<th>Measure of quality of software development process</th>
<th>Measure of quality of software product</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>not at all</td>
<td>not at all 21</td>
<td>32</td>
</tr>
<tr>
<td>a little</td>
<td>a little 2</td>
<td>106</td>
</tr>
<tr>
<td>quite a lot</td>
<td>quite a lot 14</td>
<td>114</td>
</tr>
<tr>
<td>very much so</td>
<td>very much so 3</td>
<td>24</td>
</tr>
<tr>
<td>Total</td>
<td>total 23 99 128 26 276</td>
<td></td>
</tr>
</tbody>
</table>

From table 1 we observe that measures the quality of the software process also tend to measure the quality of the software product. There is also a significant correlation on

The Pearson's correlation is also significant at the 0.01, which proves that there is a significant relationship between measurement of the quality of the software development process and the measurement of the quality of the software product.

### 3.3 What is the degree of impact of international, national or organisation specific standards and systems on measurement?

Figures 3 to 6 present the impact on the degree of measurement by quality systems, like ISO 9001 and TickIT, as well as in-house standards have any use figures 3 to 6 are presented.

![Figure 3: Measurement of quality of software development process vs. in-house standards](image)

From figure 3, which is a cross-tabulation of measurement of the quality of the software development process and the use of in-house standards we observe that the majority of the organisations, which have in-house standards measure the quality of the software development process a little or quite a lot. The surprising element is that 30 (of 275) respondents which responded that they have an in-house quality system also answered they do not measure the quality of the software development process at all. The significance of the Chi-square is 0.061.
From figure 4, which is a cross-tabulation of measurement of software development process and third party assessment we observe that most of the organisations do not have any third assessment at all. However this does not seem to have any greater impact on if they measure the quality of the software development process or not. The significance of the Chi-square is 0.180.

![Figure 4: Measurement of quality of software development process vs. third party assessment](image)

From figure 5, which is a cross-tabulation of measurement of the software product and in-house standards we observe similar results as with figure 3. The significance of the Chi-square is 0.012.

![Figure 5: Measurement of quality of software product vs. In-house standards](image)

From figure 6, which is a cross-tabulation of measurement of software product we observe similar
results with figure 4. The significance of the Chi-square is 0.254.

![Figure 6: Measurement of quality of software product vs. Third party assessment](image)

4 Software Measurement and Software Metrics

“To measure is to know. If you can not measure it, you can not improve it.”(William Thomson (later Lord Kelvin) (1824 - 1907).

Managing the development process requires the collection of suitable metrics which will provide insights into the strengths and weaknesses of the process. What to measure, how to measure, when to measure are the fundamental questions which need to be addressed.

According to Kitchenham [1996] “Software Metrics can deliver :support for process improvement, better project and quality control and improved software estimation”. Direct measurement of quality factors is often possible very late in the life cycle. For example reliability, which is concerned with how well a software system functions and meets a user’s requirements, can be measured after that the software has been used for a stated period of time under stated conditions, while indirect measurement of quality, like number of discrepancy reports (deviations from requirements) can be obtained earlier in the life cycle. Other estimates of quality can be made by developers even earlier than the indirect measurements of quality.

According to ISO-9126 software quality may be evaluated by six characteristics, namely functionality, reliability, efficiency, usability, maintainability and portability. Each of these characteristics is defined as a “set of attributes that bear on” the relevant aspect of software and can be refined through multiple levels of sub-characteristics[6]. Definitions of sub-characteristics are given in Annex A (of the standard), which is not a part of the International Standard. Attributes at the second level of refinement are left completely undefined.

In order to achieve improvements in the software process and the software product we need to understand, measure and hence control the variability to the desirable/achievable degree of confidence. Measurement is defined as the process of assigning symbols, usually numbers, to represent an attribute of the entity of interest, by rule [Fenton 1991], [Shepperd 1995]. Entities of interest include objects,
(e.g. code, specification, person) or processes (e.g. analysis, error identification, testing). Distinct attributes might be length of code, duration, costs. Representation is usually in numbers (or other mathematical objects e.g. vectors). Finally in order to provide objectivity we need to assign numbers (symbols) according to explicit rules: how to choose which symbol should represent the attribute. Such rules ensure that the assignment is not random.

Fenton and Pfleeger [Fenton 1997] provide a refined definition of measurement: “Measurement is the process by which numbers or symbols are assigned to attributes of entities in the real world in such a way as to characterise them according to clearly defined rules. The numeral assignment is called the measure.” Hence, in order to understand the definition of measurement in the software context, we need to identify the relevant entities and attributes which we are interested in characterising numerically.

### 4.1 Controllable Factors

In order to understand and control the process we need measurements of both the current and the desired/new system. Internal metrics [Fenton, 1991] can be obtained in terms of the product (code) and they are counts (such as LOC, NO of Classes, McCabe Complexity) and ratios (such as No of calls Module, Average length of hierarchy). Additionally, these metrics can be generated automatically by using tools such as CANTATA, Testbed and Logiscope.

Attributes such as the morphology, architectural structure, depth of class hierarchy, size of module, maximum level of module complexity etc. can be controlled through a management mechanism and specific guidelines to the developers. *Controllable* design parameters can be found in the software development process, the software product and the software development environment [Kitchenham, Fenton, Barbor & Georgiadou].

However, external attributes [Fenton 1991], [Kitchenham, 1996], [Georgiadou 1999, 2001] which are behavioural such as understandability, maintainability are more elusive and more difficult to measure. Metrics for these attributes are both qualitative and quantitative. They are almost always obtained indirectly through the use of surrogate measures [Kitchenham, 1996], [Georgiadou 1993, 2001]. For example maintainability can be estimated, calculated and controlled through measuring the time taken for a specified maintenance task. Results obtained by Georgiadou et.al in a series of controlled experiments provided confidence (through statistical methods) in our ability to effectively use surrogate metrics [Georgiadou, 93, 94, 97, 98, 2001].

### 4.2 Uncontrollable Factors

Human factors are unpredictable and mostly difficult, often impossible to control. For example, performance variability in a human being, such as his/her experience and communication skills needed in a software development team. The developers’ performance has an effect on producing quality software products in a similar way to the effect of machines on the manufacturing of products. It is important to maximize and properly maintain programmers’ performance. The possible control factors will be conducting educational sessions within and outside a company where software developers are encouraged to learn the new techniques of their interest or polish their skills. Recreational events may help developers to get to know each other better and this will be reflected in better communication and teamwork in an office. At the extreme, the design of the office environment itself is investigated. Changing the type of chairs in current use to the ones designed to ease backpain caused by sitting all day will be welcomed by the developers (ergonomics). The temperature and humidity in the workplace also can affect the developers’ performance. Therefore the suggestions made here must be investigated in the software industry.

Experimental evaluations carried out by Basili [1986]), Shepperd [1995], Georgiadou [1999, 2001] attempted to identify design parameters and hence factors, which can be controlled. According to
Taguchi in [Logothetis 1989] it is desirable to choose the set of design parameters, which are less affected by the variability of these factors. For example, developers’ experience can be controlled to certain extent by years in profession and looking at the past projects involved. However every individual is unique. His/her capability, patterns of learning and cognition are likely to be different from those of others of similar experience. The health of the developers may effect on their performance at work.

5 Summary and Future Research and Development

The fundamental philosophy of this research work is that it addressed the needs for adequate expression of process models within various cultural factors and different organisational communication. In doing so, we interconnected and commented on their dynamic and computational characteristics connecting them to the coverage of testing and re-engineering.

Our multidisciplinary study reveals the strengths that the holistic nature of such an approach provides software development with the use of software measurement as the instrument for understanding, estimating and controlling the quality of specified factors. Bearing in mind that different stakeholders place different emphasis on software attributes we provide flexible and hence customisable quality requirements.

The efficiency of a software product such as execution time has high priority as a software quality factor. To maximize the performance of a product, the choice of machines, operating systems and programming language has to be included in the list of parameters.

Enhanced Reliability (usually achieved through testing, walkthroughs, reviews and inspections) will reduce productivity and will therefore increase costs. Both of these cause losses to the sponsor. Enhanced functionality increases costs (in the short term) and causes losses to the sponsor.

Usability is enhanced through greater understandability, which in turn is enhanced through design correctness and consistency and through training, on-line help and support all of which reduce productivity with the exception of CBD which makes extensive reuse of code and increasingly reuse of designs too.

It is important for the software developer to state clearly their objectives for software product or the process improvement, and to specify the product/process response characteristics that reflect these objectives. The formulation of the problem as well as the production of a list of controlled parameters and noise variables can be achieved through brainstorming and formulated using techniques such as the Ishikawa (cause and effect) or fishbone diagram.

Measurable and hence controllable objectives should be chosen such as the number of bugs found during formal inspections, which are conducted during the software life cycle under the specified methodology a company adopts.

Future investigations will concentrate on the development of meta-CASE tools for the specification, implementation, re-engineering and metrication of both the process and the product of software development across problem domains, national, cultural and technical boundaries.
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Managing for Change when Implementing Software Process Improvement Initiatives

Ita Richardson & Timo Varkoi

Abstract
This paper presents software process improvement research carried out in small software development companies in Ireland and Finland. These software process initiatives have demonstrated alignments between the change experienced in companies studied and Willman's change management model as presented in the business discipline. This model is presented in the paper followed by actual examples in our software process improvement research, which verifies the model.
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1. Background

1.1 Finnish Software Economy

According to OECD statistics, the size of information and communication technologies (ICT) sector is largest in Ireland and Finland (OECD 2002). The total turnover of the ICT sector in Finland is 8.5 billion euros i.e. 6.2 % of GNP and the annual growth rate is about 8 %. The ICT sector employs over 112 000 people of which in software consultancy and supply over 21 000. There is close to 3000 software businesses in Finland of which vast majority are small and medium sized enterprises (SMEs).

1.2 Irish Software Economy

Software is a major success story in Irish industrial development. About 840 software development companies, local and foreign-owned, employ some 30,000 people and account for 8% of GDP (IDA 2001). A recent industry report (ICT Ireland 2003) predicts that indigenous employment in the broader ICT sector could double to 60,000 if the right policies, including research support, are implemented. Ireland is one of the leading exporters of software and has a leading position in some sectors such as telecommunications networks, financial systems and customer support.

1.3 Software Process Initiatives

A project to establish a software process improvement (SPI) network in the Satakunta region in Western Finland was started in August 1998 and ended December 2000. The established network is called SataSPIN and today it continues and extends the SPI related co-operation between software organizations in the region. The SataSPIN project helped SMEs in software business to develop their operations using international software process models. The project received substantial funding from the European Social Fund. (Varkoi 2002)

More than twenty small software organizations have participated in SataSPIN to improve their software processes, several more have participated in the associated training. The main source for software process assessment and improvement models in SataSPIN is ISO/IEC 15504 TR (SPICE). The work with participating companies resulted in SPI Initiation Framework (Mäkinen et al. 2000), which covers the process improvement start-up from the examination of an organizations needs, through assessments to the development and support of improvement actions. The SataSPIN companies have typically from 2 to 50 employees in software engineering related positions. Typically the personnel in the companies are professionally experienced and highly motivated in their work. A detailed description of SataSPIN is in (Varkoi & Mäkinen 1999).

During the same period in the mid-west region of Ireland, research was carried out in small companies. (Richardson et al. 2001, Richardson 2002, Richardson & Ryan 2001). The primary purpose of this research was the implementation of a software process matrix through action research with control groups in four small indigenous software development companies. A company summary is given in Figure 1. Three of the four companies demonstrated improved process and relevant findings are presented in this paper.
1.4 Why Software Process Improvement?

Humphrey (1989) defines a software process as “the set of tools, methods and practices we use to produce a software product”. Paulk et al. (1993a) expand this definition to “a set of activities, methods, practices and transformations that people use to develop and maintain software and the associated products”. The process is often documented in a set of guidelines and/or procedures which are followed during software development. However, this documentation is not the process – it should reflect the process and in doing so must be actively used and followed by software developers.

Internationally, as an aid to the improvement of software quality, there is a growing interest in the improvement of software process. This initiative, if ignored, may contribute to a reduction in the advantage which Irish and Finnish companies have had in the international marketplace in recent times. Therefore, it is one which the small indigenous software sector not only should be aware of, but must become involved in. The views of Combelles and De Marco (1998) should not be taken lightly: “the issues Software Process Improvement raises are important, if not vital, to the future of your organisations”.

Because there has been a significant move towards improving software process in recent years, this has, at times, been to the detriment of concentration on other software product improvement techniques. Humphrey (1989) did not present his software process model as a “cure-all”, in fact, he states that “two other key areas that need to be considered are people and design methods”. During this research, the authors have tried to remain conscious of this. This research is based on software process, one dimension of software quality, and while software process improvement strategies can bring improvements to organisations, it is not the only means by which this can be done.

Biro and Messnarz (1999) point out that people in different roles see process improvement differently. Business managers might not be willing to invest in SPI due to its long pay-back time, which shows the lack of commitment. Middle managers are most likely to support process improvement, because it provides them better understanding of the process and means to control it. Practitioners usually are doubtful in the beginning of SPI and see it as another way to control their performance.

So, why this emphasis on software process? The emphasis is there because companies expect that an improved software process will result in improved quality of the software product. However, “reuse, reverse engineering, rapid prototyping, the object-oriented paradigm, total quality management, and finally, process improvement each were touted, in turn, to be the solution to software problems” (Johnson and Brodman, 1992). Is improving software process just another ‘touted’ solution, or is it valid for us to expect that improving the software process will indeed improve the quality of the product?

"The quality of a software product is largely determined by the quality of the software development and maintenance processes used to build it". (Paulk, 1995a). Therefore, software process improvements should result in an improvement in the software product: improved product quality, reduced cost and / or faster time-to-market. Gillies (1992) agrees that "the link between the quality of the development process and the final product is well established", while Paulk (1996) states that “the true value of software process improvement lies in the impact on quality, productivity, predictability, and time to market of software products”. Zahran (1998) states that “it is a widely accepted fact that the quality of

<table>
<thead>
<tr>
<th>Company</th>
<th>Total Employees</th>
<th>S/W Dev. Employees</th>
<th>SPI / Quality Initiatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer Craft</td>
<td>16</td>
<td>4</td>
<td>Implemented SPI initiative as Action Research project</td>
</tr>
<tr>
<td>DataNet</td>
<td>9</td>
<td>4</td>
<td>Implemented SPI initiative as Action Research project, also working towards ISO9001 certification</td>
</tr>
<tr>
<td>Software Solutions</td>
<td>50</td>
<td>10</td>
<td>Working towards ISO9001.</td>
</tr>
<tr>
<td>Ríomhaire</td>
<td>35</td>
<td>3</td>
<td>ISO9001 certified</td>
</tr>
</tbody>
</table>

Figure 1: Summary of Companies Researched
a software product is largely determined by the quality of the process used to develop and maintain it”. In the IBM Survey Results (1996), where over 360 European organisations were surveyed, one of the outcomes was that “not one of the organisations that have good practices is performing badly. Equally, none of the organisations that have poor practices is performing well”. Performance was measured on development productivity, removal of defects before delivery and accurate estimation of cost and duration of projects. In Humphrey (1998), 13 organisations that worked on software process for three and a half-years all gained “substantial cost, schedule, and quality benefits”. In a study carried out by Brodman and Johnson (1995), results from twenty questionnaires distributed to American software companies are presented. These companies saw a range of tangible benefits from their software process improvement efforts including:

- Increase in Productivity
- Reduction in Defects
- Reduction in Error Rates
- Decrease in Costs
- Increase in On-time Deliverables and Project Completion
- Reduction in Rework
- Savings in Test time.

Strader et al. (1995) link the “high quality software” produced by the Space Shuttle Onboard Software project to the high maturity level of their software process. All of the aforementioned have been able to improve their product by improving the quality, decreasing the time-to-market and / or reducing the cost. Management in Irish software companies also support this view. The managing director of Blackbird Data Systems commented to the author:

”Bad quality and bad installations resulted in sales representatives avoiding the customers. We had irate customers. We had to support a product and could not charge for it. And we were spending more money trying to get the next contract. Now we have good quality, happy customers, and ** per annum per installation coming in. This has been because we improved our process”.

These results are what would be expected when good quality product is produced: “It is much more expensive to gain a new customer than to keep one who is satisfied, or, even easier, delighted with our product” (Bergman and Klefsjo, 1994).

There are dissenting voices from this view. Fenton et al. (1995) state that “there is, as yet, no convincing evidence that higher rated companies produce better quality software”. The difficulty expressed by Jones (1996) is that there is not a large amount of empirical data available. Humphrey (1998a) gives results from 13 organisations; Brodman and Johnson (1995) have results from twenty, most other cases are individual case studies, some quoted in multiple papers.

However, prior to and during this research, these authors have seen enough evidence of poor processes in companies, to be convinced that improvements to their processes could only cause improvements to the software product. It is likely that, when a company is not in ‘chaos’ and has reached a certain threshold in the formality of their processes, further improvements will not have a significant, if any, effect. This could occur when companies have a more mature software process.

The small software sector is a major driver for both the Irish and Finnish economies and, consequently, it is important for it to continue to grow in the global marketplace. To do this, it must keep up with the software sector worldwide. Increased interest in software quality, particularly in the United States of America, has caused many software companies to strive for an improved software process. Although not beyond dispute, it is generally accepted that software process improvement will improve product quality. It can also be shown that when an organisation improves process, time-to-market will be reduced. Consequently, cost will be reduced. This interest in software process is often being driven by larger organisations who sub-contract to smaller companies. This trend is likely to continue and grow.
2 Model for Change Management

Willman's framework for change management (Willman, 1996) identifies five factors, which must exist before there is successful implementation of change, regardless of the functional area in which this change is taking place. If any one of these is missing, the outcome changes (see Figure 2).

These are:

- Pressure for change;
- Leadership and vision;
- Capable people;
- Actionable first steps;
- Effective rewards.

<table>
<thead>
<tr>
<th>Pressure for change</th>
<th>Leadership and vision</th>
<th>Capable people</th>
<th>Actionable first steps</th>
<th>Effective rewards</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td></td>
<td>Successful implementation</td>
</tr>
<tr>
<td>Leader</td>
<td></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>Disinterest</td>
</tr>
<tr>
<td>Pressure for change</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>Evaporation</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td>Frustration</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td>Disengagement</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td></td>
<td>+</td>
<td></td>
<td>Disillusionment</td>
</tr>
</tbody>
</table>

Figure 2: Framework for Change Management

Three of these requirements for successful implementation of change, leadership and vision, capable people and effective rewards belong to the human resource discipline. While normally outside the scope of software assessment and improvement models, without these, any initiative to improve an organisation’s software process, regardless of the size of the company, is likely to fail. If we consider changing the software process, pressure for change would correspond to the reason for improving the software process. This may be because of external or internal influences. It is possible that management have decided that processes need to be improved for business purposes, that a customer requires a higher level of process maturity, or because the software engineers are unhappy with processes as they exist. The improvement strategy should also provide actionable first steps as identified by Willman. This strategy should list actions to be undertaken within the company to improve the software process.
3 SPI Initiation Framework

The SPI Initiation Framework, which was developed during the SataSPIN project, is an approach to SPI implementation in especially small software organizations. The framework supports process improvement establishment from analysis of an organization's needs to assessments and development and support of the SPI program. In this case, the framework is used to discover various change management issues related to SPI.

The framework consists of three steps (Figure 3). First, the organization needs to understand the possibilities of SPI in achieving its business goals and to direct the improvement efforts. In the second step software processes are assessed in a reliable manner to find out the improvement ideas that will benefit the company. Next, appropriate improvement actions are planned and supported, and monitoring the results provides input for further improvements. Each step of the framework consists of activities to facilitate detailed planning and to ensure that the improvement work proceeds as desired.

The activities in the first step are alignment, general assessment and scope definition. Alignment activity provides common understanding within the organization of process thinking and related concepts. General assessment is used to study the overall situation of the organization's software processes. Organization's needs and present situation are considered and the scope for improvement is defined including the processes that will be assessed next. The outcome of the first step is a feasible software process development plan also known as a SPI program plan.

The second step concentrates on a planned, detailed assessment of the selected processes. Assessment planning determines timetables, participants, source material and restrictions to the assessment. Data gathering consists of studying the source material and interviewing the personnel during the assessment sessions. The outcome of the second step is an assessment report that records the findings, process ratings and profiles in detail.

Action planning, improvement implementation and monitoring are the activities of the third step. Improvement actions are prioritised, planned and scheduled, and resources for the work are appointed. Improvements are implemented and achievements are controlled to ensure desired results. Based on the monitoring of the processes and improvements new improvement ideas will come up.

Comparing with Willman's framework the factors pressure for change and leadership and vision would be emphasized in the first step, Needs Analysis. The factor actionable first steps can be applicable in two cases: first steps in SPI implementation or in improvement of the selected processes. The SPI Initiation Framework provides aid in the first case and analyzed assessment results supports the second case. Setting rules for effective rewards should be part of the Alignment activity and Monitoring activity should provide the basis for rewarding. Capable people are equally important in each step of the improvement work.

Willman's framework presents the complexity of change management, which is familiar in SPI improvement efforts, too. The change management factors could be used to enhance SPI models, for instance in risk management throughout the steps of the SPI Initiation Framework. Successful implementation is the underlying goal of each SPI program and consideration of Willman's factors would
increase our chances to reach that goal.

4 Researched Companies

During our research with small software development companies, we noted alignments between Willman’s model (from the business management discipline) and the software process improvement initiatives in which we were involved. We identified that all factors in the model were needed for successful implementation, and where factors were missing, Willman’s model was verified. Discussion on each factor, illustrated with examples (using pseudonyms), is given below.

4.1 Successful Companies

The research undertaken in Computer Craft and DataNet, provided actionable first steps and pressure for change resulting in the successful implementation of the SPI initiative. Considering Willman’s framework, this fits into the “successful implementation” category when combined with the other factors previously existing in the companies: leadership and vision, capable people and effective rewards. In DataNet, pressure for change had also arisen from the focus to become ISO9001 certified. Positive improvements were also evident within Software Solutions, which also belongs to the “successful implementation” category. In this case, pressure for change was there because the company wanted to become ISO9001 certified. The project manager ‘championed’ much of this change, and devised those actions which were implemented within the organisation.

The most successful SataSPIN company, ReTech, has incorporated SPI as an essential part of their business strategy. The company had entered a demanding market and was committed to improve their quality both in products and processes. ReTech had also appointed capable resources for this work. The only thing missing was the actionable first steps, which was solved when they joined the SataSPIN. Results of their SPI efforts can clearly be seen in the positive customer feedback, expanding market share and solid economic result. ReTech is now considering obtaining an ISO9000 certification.

4.2 Disinterest – lack of Pressure for Change

In Ríomhaire, there was little evidence of improvement within the organisation, mainly because the company was already ISO9001 certified, and a goal in the current climate was not improving the current process, but rather ensuring that the process would continue to attain this level during audits. The software developers themselves did not feel part of the ISO9001 process and as a group, they did not have any pressure for change. The researchers concluded that, for changing the software process, they belong to the “disinterest” category as identified in the framework above. However, in the future, this lack of change in the software process could cause difficulties in Ríomhaire, particularly if customers require a software-based standard such as the Capability Maturity Model or SPICE, as “ISO9001 describes only the minimum criteria for an adequate quality-management system, rather than addressing the entire continuum of process improvement” (Paulk, 1995b).

4.3 Evaporation – lack of Effective Rewards

In LiftUp the pressure for change came from rapid growth of the company. In two years the company grew from 6 to 12 persons. The personnel were young, very well motivated and eager to adapt SPI. The management lead their SPI efforts and the SPI Initiation Framework was applied. The main problem was that the company invested somewhat in external assessment and training services but did
not reward their own personnel. On the contrary, it was expected that the key people carry out SPI related activities in addition to their normal duties in customer projects. LiftUp has gained from SPI but the advancement has been relatively slow and there have been multiple start-ups to improve the same processes. Finally the company hired a new person solely to support SPI.

4.4 Frustration – lack of Actionable First Steps

Pike Software was started as an outsourced IT service company. In this case the pressure came from the management’s vision to change the company’s operations from leasing people to project based subcontracting. A quality manager had been appointed but, within the company, there were many conflicting views about what was needed. Frustration was already obvious when we started with a preliminary assessment of their processes. Management interpreted the results, and eventually, there was too much work to setup the processes. No commitment to proceed could be obtained and the frustration grew. Nevertheless, the company received later an ISO9000 certificate.

4.5 Disillusionment – lack of Leadership and Vision

In Codeboys the pressure for change came mainly from the software engineers in the company. The product they produced was very well accepted in the market and they had recently started exports. The outcome was increasing support and maintenance needs. They had a common view that something needed to be done and that SPI as an approach would fit their needs. In the beginning the engineers worked hard to find out improvement ideas and the work seemed to proceed well according to their plans. However, the managing director wanted to avoid the related responsibility and asked the outside consultants to “act as a police to ensure that everyone follows the process”. This lack of leadership and vision hit the engineers motivation very hard and they became disillusioned with their efforts.

4.6 Disengagement – lack of Capable People

Willman also mentions capable people as a factor in the success of change management. In the context of the small indigenous software development company, these are the developers on whom the success of the software process is dependant. While studying software development companies, we noted that there was rarely an occasion where a developer was checked as to whether they carried out a process correctly. While this has its faults – processes can become chaotic very quickly – there must also be a trust built between the software development manager and the employee. Otherwise, in such a small group the overhead of checking and re-checking would increase development costs considerably. Capable people are indeed fundamental to success within a small company.

5 Conclusions

There are often opportunities for one discipline to learn from another. The different effects as stated in Willman’s model come from the study of business management. Those of us who are interested in software process improvement must remember that it too involves management of change. With this in mind, we can focus on the five factors required. Without them, as seen in our examples, our software process improvement initiative may fail. The positive aspect is that once we realise what factor is missing, it can easily be rectified, and in a complex and dynamic situation, each of these factors can and do change over time. What is ultimately important is that when there is successful implementation of software process improvement initiatives there are tangible software quality benefits to be gained by the small software development company.
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Validating the MODIST Approach to Managing Uncertainty for Distributed Software Development

Lisa Tipping, David Milledge and John Elliott

Abstract

MODIST is producing a method (and associated toolkit) to improve the way software systems are developed and managed within a distributed development environment. In particular, it aims to demonstrate the impact that distributed development techniques are having on software quality and associated uncertainties. Previous software quality studies have considered a project as a monolithic work entity rather than as distributed workgroups. The MODIST project aims to fill this important gap by using Bayesian Belief Networks (BBNs) to capture and measure the causes of variation and uncertainty about software quality in distributed development environments. The project is part of the European Commission’s Framework 5 Information Society Technologies programme (Project IST-2000-28749). MODIST provides novel challenges in implementation and validation because technically complex and innovative technology needs to be implemented in a manner that is transparent to end-users. This paper presents the work of QinetiQ, the lead partner of the MODIST project, in formulating a validation strategy that can be applied to novel technology in a software process improvement environment. The validation strategy operates at two levels. At the macro level, the strategy addresses the evaluation of the underlying assumptions, rules and information contained within the MODIST model against industry best practice and empirical data. At a more detailed level, the validation strategy examines the effectiveness of the model at a working or project level from empirical project data and feedback.
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1 Introduction

The paper describes a strategy that is used by the MODIST project to validate the introduction of novel technology and a new methodology into a Software Process Improvement (SPI) environment; and that can in principle be applied as a generic approach by software practitioners. The new technology is in the form of a prototype or technology demonstrator. The paper is based on the experience of validating the MODIST method and associated toolkit. The purpose of the MODIST method is to improve the way the development of software is managed within a Distributed Software Development (DSD) environment.

In the context of this paper, the term validation means to evaluate whether the technology and methodology fulfils its intended purpose when placed in its intended environment. Validation occurs during a trial, where the term ‘trial’ is defined as the specific environment and set of activities associated with performing the validation. The validation strategy, as in the MODIST project, may encompass a programme of trials. The purpose of the validation strategy is to define the overall approach for evaluating the new technology and methodology against the stated objectives and aims. The strategy enables the communication of the goals, objectives, scope and design of the trial(s) to all relevant stakeholders. This ensures that all stakeholders and trial participants understand the validation process, their role and the requirements of the trial. Additionally, each trial is conducted in a manner that is coherent and consistent with the other trials in the programme.

The objectives of validation are to identify means to improve and exploit the technology, to facilitate the roll out of new technology and processes in a DSD environment (if appropriate), and to reduce the risk of the technology or methodology failing to meet its objectives after implementation.

2 Background about MODIST

This paper presents experience gained during the MODIST project from the perspective of the lead partner, QinetiQ. The purpose of the MODIST project is to produce a technology demonstrator in the form of a method, and associated toolkit. This is designed to help improve the way software systems are developed and managed within a Distributed Software Development (DSD) environment. The demonstrator is a knowledge based decision support tool that assists in managing project risk and assessing software quality. It is important that the complex technology of the demonstrator be ‘hidden’ from the user, and that the tool is as ‘user-friendly’ as possible. This is because the final product is targeted at a wide variety of users, and must be intuitive to use. Users include project, software, and quality managers, and independent assessors.

The MODIST project is part of the European Commission’s Framework 5 Information Society Technologies programme (Project IST-2000-28749). The project is a 30-month programme of research that commenced in October 2001. The partners in the MODIST consortium are QinetiQ, Agena, Philips Digital Systems Laboratories, Philips Innovative Applications, and Israel Aircraft Industries (IAI). The consortium represents trial participants from multiple sites, organisations and countries across the world. All partners contributed to the requirements for the MODIST method and tool; Agena led the tool development; QinetiQ, Philips, and IAI are performing the validation activities.

2.1 Why MODIST is novel

Rapid changes in the world of software technology are making distributed development an increasingly feasible, cost-effective and popular paradigm. This is because the most appropriate resources
are exploited irrespective of geographical location. A DSD environment is typically characterised by development teams that are located across different company sites, organisations, sectors and nations. There are specific risks associated with DSD environments, in addition to the normal risks of software development. Different working practices have to be reconciled, and effective communication is crucial.

Good support for decision-making implies good support for risk management. Yet traditional metrics approaches, often driven by regression-based models for cost estimation and defect prediction, provide little support for managers wishing to use measurement to analyse and minimise risk. In addition, previous software quality studies have considered a software development project as a monolithic work entity rather than as distributed workgroups.

Consequently, new and innovative decision support methods and tools are required if consistent quality is to be achieved, and of particular interest is the use of measurement and modelling techniques. MODIST has addressed this need by using Bayesian Belief Networks (BBNs) to capture the impact that distributed development techniques are having on software quality and associated uncertainties. MODIST uses BBNs to augment sparse data with expert judgement. MODIST describes this approach as Bayesian Process Control (BPC). BPC overcomes the difficulties of applying traditional Statistical Process Control (SPC) by including qualitative measures to reflect the diversity of factors in DSD projects. MODIST combines different life cycle models, stages and activities with hard and soft evidence that impact on the end-software product. Hard evidence is factual, objective, and data orientated; soft evidence is subjective in nature, and is opinion and knowledge based.

### 2.2 MODIST Application Areas

MODIST aims to support decision making within a DSD environment in the following application areas:

- **Project development**: helps the project to achieve goals concerning cost, time, quality and performance, and functionality.
- **Acquisition**: helps in monitoring the performance of the supplier’s work packages, and in assessing the evolving products of the allocated work packages.
- **Assessment**: helps independent auditors, reviewers and assessors to assess the status of the evolving project and products against requirements and plans, and the status of their attributes (e.g. supplier performance, safety, security, risk, cost and quality).
- **Process improvement**: helps business management and quality/process review boards to identify project trends in programme performance and evaluate corrective actions, and therefore improve their processes.

### 3 Validation Strategy

This section outlines the MODIST approach to validation of the MODIST demonstrator, and the trial process architecture used by the MODIST project.

### 3.1 Approach to the Validation of MODIST

The MODIST validation strategy encompasses three validation approaches: a programme of structured trials, structured reviews, and informal feedback. The validation strategy documents the validation approaches and provides techniques and guidelines for each approach. Each individual trial has a
trial plan, and the strategy provides a template for constructing the trial plan. This helps the trial coor-
dinators assess the scope and coverage of trial objectives across the trial programme. The perform-
ance of each trial is in a different DSD environment, and the results collectively contribute to the
evaluation of the MODIST Method against its objectives. Participants in the validation activities include
the MODIST project team members, users, and external contacts in the MODIST User Group.

The evaluation activities range from informal, general and unstructured feedback from the MODIST
partners and the MODIST user group, to formal structured trial participation by the MODIST partners
and external trial participants.

On MODIST, validation occurs at two levels: concept and project (see Figure 1).

![Figure 1: Levels of validation](image)

The concept level addresses the evaluation of the correctness of the logic of the model, the appropri-
ateness of the functionality, and the usability of the demonstrator tool. The trials, structured reviews
and informal feedback provide qualitative information about all of these characteristics. Industry best
practice is in the form of an analysis of why software projects fail, and the expert derived data from the
CMMI [CMU 2002] model. It provides qualitative feedback about the logic of the model. In addition,
individual project trials assess two characteristics of the demonstrator at the project level. Firstly, the
accuracy of the predictions that the model makes is evaluated. Secondly, the ease and effectiveness
of tailoring the demonstrator to the characteristics of individual projects is determined.

### 3.2 MODIST Trial Process

It is important to plan the activities of the structured trials. This section describes the process archi-
tecture for validation, modified from [McAndrews 1993], and illustrated in Figure 2. This process en-
ables data to be simultaneously collected and analysed to help make decisions and determine trial
results with respect to the trial goals. Additionally, the process allows feedback to be obtained about
how to improve the validation process itself.
This section outlines investigation approaches and techniques available to validate a new technology and methodology.

### 4 Investigation Techniques

Two investigation approaches are considered: the scientific method and the systems approach. The scientific method is the process by which scientists, collectively and over time, endeavour to construct an accurate (that is, reliable, consistent and non-arbitrary) representation of the world [Wolfs 2003]. The systems approach concerns acquiring first-hand knowledge of the subject under investigation by comparing the system under use with the perceived values, expectations and objectives of the individual. The scientific method has been very successful in advancing the natural sciences. However, it has not been as successful in investigating complex human-activity based systems, the fundamental controversy being whether the adoption of such an approach is at all appropriate for dealing with complex issues arising in social systems [Tipping 1999].

Software development is a human design activity. Hence, the scientific method is not valid in its truest sense because the results are not repeatable; different software engineers design code in different ways and the interactions of software teams are dynamic and spontaneous. In terms of the software projects participating in the MODIST trial, some software projects are similar but they are not identical in terms of team composition or the product being produced. Pragmatically, a scientific type approach
is only appropriate for software projects where the same team of individuals develops very similar products. The systems approach is therefore the most appropriate form of investigation for evaluating the perceptions of users and trial participants.

### 4.2 Types of Investigation Techniques

The investigation technique used by the scientific method is the formal experiment. A formal experiment is rigorous, planned and the variables are controlled and measured.

There are a number of investigation techniques available when using the systems approach. Fenton and Pfleeger (1997) outline a number of these techniques. The techniques available include surveys, historical data, case studies and prototyping.

A survey is a retrospective study of a situation to try to document relationships and outcomes. When performing a survey, there is no control over the situation and it is not possible to manipulate variables. The use of historical data from past projects to retrospectively validate whether the model accurately predicts the outcome of a software project is a particularly relevant form of investigation for the MODIST project. A case study is a research technique where variables are identified that may affect the outcome of an activity. The activity is documented in terms of its inputs, constraints, resources and outputs.

Prototyping is a technique specifically designed for evaluating software. Lichter et al (1994) define their understanding of the term ‘prototyping’ and the principles underlying the terminology in three parts. Firstly, prototyping is an approach based on an evolutionary view of software development, affecting the development process as a whole. Secondly, prototyping involves producing early working versions ("prototypes") of the future application system and experimenting with them. Thirdly, prototyping provides a basis for discussions among groups involved in the development process, especially between users and developers. In addition, prototyping enables us to adopt an approach to software construction based on experiment and experience.

The MODIST trials use a number of techniques: surveys, historical data, case study and prototyping. However, the most pertinent approach is to treat the MODIST demonstrator as a prototype and evaluate MODIST as such. MODIST was initially evaluated against the software quality attributes defined in the standard: Information technology – Software product quality [BS ISO/IEC 9126-1:2001], which defines a system for measuring the quality of a software product. However, the conclusion from the exercise was that this approach had limited applicability while MODIST is still a technology demonstrator rather than a software product.

### 5 Collecting Data

This section describes ways of collecting data, and presents an outline of the MODIST trial template.

#### 5.1 Education and Training

The attitudes of all people involved in collecting data contribute to the success of the evaluation activity. Sympathetic attitudes are encouraged through a carefully designed and executed education and training programme [Mayhew and Worsley 1990]. The users must appreciate that the aim of prototyping is to enable the participants to learn about aspects of the required system. They must not expect prototypes, especially early exploratory ones, to be perfect operational systems. Conversely, they must understand that what appears to be a highly suitable system, may in reality be a rather fragile, incomplete prototype under its professional exterior.
It is important to explain that a prototype (or technology demonstrator) has a number of strengths: it is a better representation of what a system does than is a description of the behaviour [Schneider 1996]. Conversely, design rationale (why the system was built and why it was built in a certain way) is easier to describe in text or figures. Documenting judgements about the prototype are often the most important type of information a prototype elicits from users. Schneider (1996) suggests that users need to understand why they are using a prototype, and what the demonstrator is proving, falsifying or demonstrating. He suggests documenting the answers to the following questions, and communicating them to trial participants (or users). Why was the prototype built? What is the prototype supposed to do? And what does it actually do? How does the prototype do it? Why does it do it in this way? What are the concepts used by the prototype?

5.2 Methods of Data Collection

This section outlines two methods, being used by the MODIST project, for collecting data about prototypes.

5.2.1 User and Developer Evaluation Sessions

Smith and Dunckley (2002) propose the following approach to prototype evaluation. Two distinct activities are described for the identification of usability problems linked to design factors: Developer – User Contextual Evaluation (DUCE) sessions and Team Evidence Analysis (TEA) sessions. In DUCE sessions, users provide evidence relating to the overall usability of the system by interacting with an exploratory prototype and verbalising their experience. In these sessions, designers take a subordinate role. In TEA sessions, the evidence captured in a series of DUCE sessions is refined by a team of developers into a number of design factors and possible solutions. This approach was appropriate for the MODIST trial for evaluating the usability of the MODIST demonstrator for specific scenarios.

The objective of the DUCE session is to make the user explain their normal working practice in relation to the prototype while they are interacting with it. In order to assist the user in verbalising their experience, the developer/evaluator leading the session is required to ask the user a number of open questions as interaction progresses. Questions are provided and structured as Norman’s Seven Stages of Action [Norman 1986]. These can be asked at appropriate points within each discrete user action. On completion of the required tasks, further general questions are asked of the user about the system as a whole.

After the DUCE session the developer/evaluator is required to analyse the records of different individual users by transcribing what are considered to be relevant comments pertaining to usability. The evidence is documented and grouped by each subtask, for examination in the TEA session. It is important that developers are presented with actual user comments rather than an interpretation of them. The purpose of the TEA sessions is to refine the evidence captured in the DUCE sessions into a number of key design decisions. The objective of the sessions is to identify solutions to user problems, and prioritise these in terms of importance, difficulty of repair and a cost benefit analysis. User importance is based on the number of users who encounter the problem and its significance to the user. This involves the design team recognising the factor causing the problem and alternative solutions.

5.2.2 Product Evaluation

Heaton (1992) suggests that users make purchasing decisions based on how well a product performs, according to the following criteria.

- The degree to which it supports a user’s tasks, and the amount of functionality that can be exploited
- The effort a user has to expend to release a product’s functionality (e.g., time to learn, number of errors made and speed of getting a job done)
The perceived cost of a product (both financial cost and other costs – such as opportunity lost/gained)

- The perceived benefit a user derives from use.

These procurement requirements reflect the criteria of: effectiveness, learnability, flexibility and attitude. This approach was appropriate for MODIST in evaluating the exploitability of the product.

5.3 MODIST Trial Plan Template

This section outlines extracts from the MODIST trial plan template. It is composed of some suggested questions that may be asked of trial participants. The questions chosen are tailored to the goals of the individual trial participant, and it is not suggested that all of the suggested questions are relevant in all cases. In addition, trial participants can add their own pertinent questions.

User questions can be broken down into generic high-level questions about MODIST, questions about how users perform individual tasks using the MODIST demonstrator, and questions relating to the factors affecting whether users might purchase MODIST as a product.

5.3.1 User Questions relating to MODIST Objectives

The systems approach in the trial concerns the evaluation of the trial participants’ perceptions about MODIST. These questions seek to evaluate the MODIST demonstrator against the objectives of the MODIST project, and can be broken down into a number of criteria. Examples of these criteria include: the external perception of whether MODIST is credible and accepted within the user community; whether the BBN models capture a complete range of distributed development scenarios; and whether they capture the essence of distributed development scenarios.

The scientific approach addresses the following hypotheses. The first hypothesis states that the cost of collecting, analysing and reporting metrics on distributed software development projects that use MODIST is less than on distributed software development projects that do not use MODIST. The second hypothesis states that the code produced on distributed software development projects using MODIST has a lower defect density than code produced on distributed software development projects that do not use MODIST.

5.3.2 Task Based User Questions

This part of the template is in the form of a DUCE checklist, and is based on Norman’s Seven Stage model.

<table>
<thead>
<tr>
<th>Norman’s Stage</th>
<th>Potential Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Form a goal</td>
<td>How does the screen help you to decide how to achieve your task?</td>
</tr>
<tr>
<td>2. Form an intention</td>
<td>How does the screen suggest what actions you need to take next to perform the task?</td>
</tr>
<tr>
<td>3. Specify the action sequence</td>
<td>How does the system let you know you are making progress?</td>
</tr>
<tr>
<td>4. Execute the action</td>
<td></td>
</tr>
<tr>
<td>5. Perceive the resultant system state</td>
<td>What is the most important part of the information visible now?</td>
</tr>
<tr>
<td>6. Interpret the resultant state</td>
<td>How has the screen changed to show what you have achieved?</td>
</tr>
<tr>
<td>7. Evaluate the outcome</td>
<td>How do you know that what you have done was correct?</td>
</tr>
<tr>
<td></td>
<td>How would you recognise any mistakes?</td>
</tr>
</tbody>
</table>
The following summary questions are asked: Taking the system/your tasks as a whole.....

<table>
<thead>
<tr>
<th>System Needs</th>
<th>In which way did it meet the needs of the tasks which you were asked to perform?</th>
</tr>
</thead>
<tbody>
<tr>
<td>System Problems</td>
<td>Were there any general problems – or things you would like to see changed?</td>
</tr>
<tr>
<td>Interface Qualities</td>
<td>In what ways did the interface show simplicity/difficulty? In what ways did the interface show consistency/lack of consistency? In what ways did the interface let you feel in control/ out of control? In what ways did it give feedback so that you know what you were doing?</td>
</tr>
<tr>
<td>Screen Qualities</td>
<td>In what way was the screen layout helpful for you to achieve the tasks? In what way was the choice of objects helpful for you to achieve the tasks? In what way was the order of actions helpful for you to achieve this task?</td>
</tr>
</tbody>
</table>

5.3.3 Product-Based User Questions

Product-based user questions address the factors affecting whether a user might purchase MODIST as a final product. Examples of product-based questions include the following: To what degree does MODIST support decision-making on software projects? How much would users be willing to pay for a product like MODIST? What is the perceived benefit that a user would derive from using MODIST?

6 Conclusions

The MODIST project has produced a novel and technically complex demonstrator that is designed to be used on DSD projects. Indeed, the MODIST trial is itself a DSD project because trial participants from multiple sites, organisations and countries across the world are involved.

The Validation Strategy describes the MODIST approach to validation, provides a description of some available investigation and data collection techniques, and outlines the MODIST trial plan template. It is important to have a coherent strategy to ensure that each trial participant, in the trials programme, approaches the trial in a consistent and coherent manner. It also ensures that each trial participant understands the trial process, their role and the requirements of the trial. Finally, it helps the MODIST project team to consolidate the results from all the trials.
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Abstract

The purpose of this paper is to develop a framework for comparing and contrasting alternative normative models for improving software organizations. The framework provides an analytical classification of the activities and scope of improvement schemes. Building on this classification, we can characterize normative models according to four dimensions: Agenda, observation mode, analysis mode, and synthesis mode. The paper explains in detail how we arrived at each of the four dimensions and give selected examples of models that falls within each of the characterisations. Finally the paper discusses how the framework can be used in practice in an organization and concludes that you have to discuss your own values and beliefs in the organization to select the best normative model for your purpose. But the framework presented in this paper will provide valuable guidance to your selection.
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1 Introduction

Every day consultants all over the world recommend that software organizations take this step or that step in order to improve their performance. Sometimes, however, the basis for these recommendations can be highly dubious such as the Five-Minute Rule (Weinberg 1985, p. 67): “Clients always know how to solve their problems, and always tell the solution in the first five minutes.”

Many consultants, however, use normative models to derive recommendations from the observations they are making. But what is it that they are doing? Is it a sound process? Or is it pure magic? Or are the model just hiding what we coined dubious above?

Thus we set out to study normative models for improving software organizations documented in the literature. We know of course that many consultants and consulting companies have models of their own that are never published. Never the less we believed that a study of normative models in the literature could reveal interesting patterns in the process of going from observation to recommendation.

1.1 Software Organization Improvement

A number of authors have surveyed models for software organization improvement. Thomson & Mayhew (1997) surveyed several maturity models and identified a number of different approaches. Austin & Paulish (1993) described a number of commonly applied methods for improving the software development process, seen in the context of one normative model, namely the Capability Maturity Model developed at the Software Engineering Institute in Pittsburgh (Paulk et al. 1995). The European PICO project resulted in a book (Messnarz & Tully, 1999) that included a comprehensive catalogue of 34 models and standards (Tully et al., 1999).

More recently Aaen et al. (2001, 2002) have advocated a 3 by 3 categorization of more than 50 software process improvement approaches. The three main categories are concerns: (1) How should the intervention be managed, (2) Approaches to the intervention process, and (3) Perspectives in the intervention process. Management of the improvement - or intervention as it is called - covers how you organize?, how you plan?, and how you get feedback? The main distinction in relation to approaches is whether you follow a norm, builds on commitment, or focus on (slow) evolution? Finally the 3 perspectives is called process, competence and context.

1.2 Examples of Software Organization Improvement

The Capability Maturity Model - or just CMM - is a framework characterizing a 5-step path for software process improvement (Paulk et al. 1995). The path describes key processes at each of five levels. The description includes a number of goals at each level. An organization has to meet the goals at one level to reach the next. I.e. to go from the basic level 1 where behavior is characterized by being ad-hoc and intuitive to level 2 you need to achieve the goals incorporated in six key process areas: requirements management, sub-contractor management, project planning, project tracking, quality assurance, and configuration management.

The CMM became so popular that a large number of other models using the same 5-step path were invented. For example People-CMM, Integrated Product Development CMM, Systems Acquisition CMM (Cooper & Fisher 2002), Testing Maturity Model (cf. Burnstein 2002) and several others. Finally a large number of the CMM-models were summoned in CMM-integrated - or just CMM-I. The major difference between CMM and CMM-I is that Systems Engineering is included. That means that there are more key processes making it more useful in companies that are not only developing software but combining software with for example mechanics, electronics or other kinds of hardware (cf. Ahern et al. 2001, Chrissis et al. 2002).
Within the world of software development the issue of improving software development took two directions around 1990. In Europe software-developing companies took the ISO 9000 standard and adapted it to be used in a software world. In this adaptation companies could use the ISO 9000-3 on how to use the ISO 9001 standard for software. In USA software-developing companies at the same time took the CMM in use. Bootstrap was developed in a European research project (Kuvaja et al., 1994). Bootstrap combined the features of both ISO 9000 and the CMM. Furthermore the Bootstrap model was extended and adapted to include guidelines from European Space Agency (ESA)'s PSS-05 software development standard. The major difference between Bootstrap and CMM - besides having other processes in the model - was that the step-wise improvement of CMM was replaced by a continuous model where each process could be measured and improved on a 1-to-5 scale.

In 1993 work started on an international standard for Software Process Improvement and Capability Determination (SPICE). Today SPICE is recognised as a series of Technical Reports under ISO called ISO 15504. SPICE takes the maturity levels of CMM and extends them in two ways. First a level zero is added meaning that a process is not carried out at all. Second, SPICE also apply the continuous improvement model that Bootstrap used meaning that the processes don't have to move in groups to a given level – like the six key process areas between level 2 and 3 in CMM. Instead an organization can improve the processes where it is needed the most seen from a business perspective.

1.3 Organizational Process Improvement

There is additionally a large body of management literature dealing with ways in which any organization can improve the quality of their activities. These improvement schemes also apply to software organizations. Thus when aiming at improving software organizations – as is the title of this paper – it is relevant to look at normative models for organizational process improvement.

1.4 Examples of Organizational Process Improvement

In the 1950s and 60s problems in the delivery of defense products led to the invention of defense standards. This then led to the launch of a British Standard 5750 in 1979 which then became the foundation for the international standard for quality systems, ISO 9000, in 1987. The standard was revised considerably in 1994 and 2000. The standard applies to an organization providing products to a customer. In the 1994 version of standard there were 20 clauses in chapter 20 that an organization could be audited against (Mirams & McElheron 1995).

Six Sigma is an organizational quality system associated with its highly publicized success in Motorola and GE. Six Sigma originated as a model to improve the quality of processes already under control. The name originates from the assumption that defects in controlled quality processes will average ± 3 sigma (standard deviation) from the mean in a normal distribution. Six Sigma forces designed service level tolerances that seek to eliminate defects out to ± 6 sigma. Such service levels correspond to 3.5 defective parts per million produced. Today, six sigma aims for “business success” through an “understanding of customer needs, disciplined use of facts, data, and statistical analysis, and diligent attention to managing, improving, and reinventing business processes” (Pande et al. 2000, p xi) It uses a 5-step roadmap that strongly values measurement and customer involvement.

Balanced Scorecard (BSC) was originated by Kaplan and Norton (1996) mainly as a reaction to the weaknesses of traditional financial measures. BSC is not just a measurement model but a model that enables an organization to clarify their vision and strategy and translate them into action, which is both iterative and rational. Process improvement is related because it is framed and fostered by BSC. The concept of a scorecard is related to each of four key perspectives on the organization: (1) learning and growth, (2) business process, (3) customer, and (4) financial. Learning and growth is a perspective on the knowledge and skills of the people in the organization. It is foundational. If the organization advances in this area, it will lead its people to innovate and improve from the other perspectives. They will improve the business processes. Better business processes will bring more satisfied customers. Happy customers will improve the organization’s financial performance. The improvement process
begins to cycle or spiral upward as better financial performance permits more latitude for further learning and growth.

The scorecard for each of these perspectives includes setting clear objectives in each of the four perspectives. Objective performance measures are set that reveal performance relative to the objective. Targets are set for future performance levels. Then initiatives are defined and implemented to drive performance toward the targets. The scorecard for each perspective relates how each objective has defined clear measures, targets and initiatives. In this way the approach is similar to Deming’s “Plan, Do, Check, Act” Total Quality Management cycle. The objectives in all perspectives are driven by an express vision and strategy that should advance the organization from all four perspectives simultaneously, yet interdependently.

Juran - often mentioned as one of quality gurus - developed a 3-phase model for quality control (cf. Juran & Gryna 1988): (1) quality planning, (2) quality control, and (3) quality improvement. Juran build on work from the 30s on statistical process control where control charts were invented. A control chart is a graph where the thing being measured is shown. If measures exceed the upper or lower control limit something has to be done to bring the process back into statistical control. Juran’s idea of improvement is to “tie in” the difference between the upper and lower level.

The Business Excellence Model – also called EFQM (2003a) - was founded in 1988 by 14 major European companies as a kind of European answer to quality improvement along the lines of the Malcolm Baldridge Model in the USA and the Deming Prize in Japan. The EFQM Business Excellence Model was developed with the objective of describing the principles and practices that create high performing organisations. The criteria could then be used by organisations to assess their performance and drive continuous and sustainable improvement. The EFQM Business Excellence Model can be used as a framework for organisational self assessment, but is also used as the basis for judging entrants to the European Quality Award.

2 Our Study of normative models

Our study was started by curiosity. Numerous times we have meet normative models being used in practice. But often there was no good explanation why a specific model was used in a specific situation? In many cases the only explanatory factor was that the person using the normative model only was knowledgeable about or certified to use that specific model – and not any of the others available.

We then set out to gather information on normative models. And we found an impressive set of models. Quite early we realised that we had to limit ourselves to some models. The first choice we made was to eliminate models that did not improve the software developing organization as a whole but only part of it. For example this led us to eliminate the normative portfolio approach by Applegate et al. (1999) that can be used by an organization to select which projects to start.

We then analyzed the remaining models trying to identify dimensions that could be used to distinguish and characterize different type of models. Our first finding was what we have called the „Agenda“. That is the perspective on outcomes (of improving the software organization) that drives the entire process improvement effort. Second, we realised that many normative process improvement models has a lot in common with research methods. From this realisation we then derived three dimensions that can be used to characterise and understand normative models in-depth, namely „Observation“, „Analysis” and „Synthesis“.

Through an iterative analytic process we have been able to distil three 2-by-2 matrices for the four dimensions. In the following sections we discuss and provide examples of each of the four dimensions that together form our framework.

3 The Agenda in process improvement

The agenda is the perspective on outcomes that drives the entire process improvement project. The
strategic mode defines what kind of recommendations can be derived from the project. It is equivalent to the set of research questions that drive a research project. The strategic mode determines to a certain extent, a predefined set of possible recommendations that can be developed by the improvement project.

It refers to the goal or aim of the process in terms of specific possible outcomes. The set of possible values of the recommendations may be closed in terms of its scope, ambit, compass or program. There may be a closely framed set of possible recommendations, or there may be an open unstructured set invented in whatever way the experts choose.

3.1 Agenda examples

ISO 9000 has a very simple agenda: OK or not-OK. The organization is measured against a standard. Deviations are recorded and documented. The deviations then have to be corrected before an OK (that can lead to an ISO 9000 certification) is issued. In principle you can view ISO 9000 as a binary process with two steps: Zero and OK. However, when you have reached OK then you are not done. In the most recent version of ISO from 2000 the focus is on continuous improvement. This means that you go from a direction – from not-OK to OK – and to a kind of balance where you continuously improve what is found to most urgent.

The agenda in CMM is to improve your processes by moving up to the next step on a 5-step scale. If you fulfill the goals of all the six key process areas at level 2 then you are recommended to undertake activities that will lead to fulfillment of the 7 key process areas at level 3. To support this agenda a number of studies have been undertaken. An overview can be found in Emam & Briand (1999).

The agenda in Bootstrap is partly the same as for CMM; the organization is measured against a number of processes. But rather that just recommending that the lowest scoring processes should be improved it is recommended to take business goals into account. “Business goals can be kept as the main push for process improvement” (Kuvaja, 1994, p. 106).

The Six Sigma agenda is focused on five sets of deliverables that correspond to each of the five steps in the six sigma roadmap. On the six sigma agenda:

- An inventory of value-delivering activities.
- Output and service specifications or requirements that closely track the factors that drive customer satisfaction.
- Specific measurements that describe the current organizational performance baseline, the capability of each process, and descriptions of new or enhanced measurement methods and resources needed to support continuation of organizational process improvement.
- An unstructured set of new designs or redesigns of processes in need of improvement. These process improvements regard new demands, new technologies, or increase speed, accuracy or cost performance.
- A continuing organizational improvement program. There are process controls, clear statements of process ownership, response plans to adapt strategies, and an organizational culture for improvement.

The exact nature of each of these deliverable sets, and consequently the agenda for Six Sigma is context-driven. Those involved in the improvement project have considerable leeway to define these deliverables according to the nature of the organization and its stakeholders.

The agenda in EFQM is to strive for Business Excellence (EFQM 2003a, 2003b). The EFQM framework has nine criteria. Five of them are so-called enablers: (1) Leadership driving (2) Policy and Strategy, (3) People, (4) Partnerships and (5) Resources and Processes. The other four criteria are in common called results: (6) Customers, (7) People and (8) Society are leading to (9) key performance results. Excellence is defined as outstanding practice in managing the organisation and achieving results, all based on a set of 8 fundamental concepts (1 to 8 above) leading to results (numbered 9 above). The Model recognises there are many approaches to achieving sustainable excellence in all
aspects of performance. But at the core the belief in the model is that the 8-9 criteria should be balanced.

The agenda in BSC embraces a pronounced vision, mission and strategy for the organization. Beyond this the BSC process seeks to set concerted objectives, measures, targets and initiatives in each of the four perspectives: learning and growth, business process, customer, and financial.

Finally the agenda in Juran is to bring processes under statistical control. There is no specific direction, and it is contingent what processes that are selected for control.

### 3.2 Agenda types

The various improvement agenda can be analyzed along two dimensions. The first dimension is based on the perception of the ideal outcome of the process. Some improvement models focus on an outcome of balance in the organizational activities and resources for an optimum performance. Alternatively, another part of the models aim to provide a direction for the organization, a path to a future, desirable state. The second dimension regards the viewpoint taken by the agenda. One viewpoint assumes that software organizations are quite similar and a set of universal solutions can be applied in most organizations. This viewpoint sees the improvement agenda as rather universal across organizations. Another viewpoint sees organizations as highly unique instances, intersections of very particular resources and people. The improvement solutions from this viewpoint must be equally unique, or at least carefully adapted. This viewpoint sees the improvement agenda as particularly situated within each particular organization. In figure 1 we have shown seven selected normative models along the two dimensions identified.

![Agenda types](image)

**Figure 1: Agenda types in normative models for improvement**
4 Observation

The mode of observation is defined by the assumptions and techniques used to collect data about the organization and its processes. This data collection mode may include observations in anticipation of the process improvement project, observations during the improvement project, and observations following the improvement project. Assumptions can include such philosophical aspects as the objective-subjective dimension.

Borrowing from the study of research design, we can identify two main types of observation:

- Detached Observer. This is the traditional form of objective data collection. It assumes that one or more observers can stand more-or-less detached from the organizational setting and capture data that is generally independent of any serious observer bias. One valued aspect of consultants is that they can bring unbiased observations into consideration. The detached observer mode is frequently enhanced by various kinds of instrumentation. These instruments can include questionnaire surveys, interview guides, assessor response forms, subject response forms, and focus groups.

- Participant Observer. When people in a position to change or influence the organizational setting collect data, they are considered one of the study subjects and therefore participants in the research setting. Their observations are recognized to have bias, but achieve additional value because of their deep understanding of the problems at hand. Participant observers are often considered to be in a “learning mode” rather than a “data collection mode.” Organizational development often follows this style of data collection and is sometimes called action research or action learning. There are fewer forms of instrumentation, but these can include self-assessment and diary or journal keeping.

Besides the two main types of observation a number of normative models also use secondary sources. Secondary sources are data extracted from existing repositories of information about the organizational improvement setting. Valuable information about problems and solutions can be found in memos, correspondence, mail, system and organizational documentation. Intranets, websites, databases, and knowledge bases are also good examples of secondary data sources.

4.1 Observation Examples

CMM recommends a number of different observation strategies. Master & Bothwell (1995, page 32) writes in the so-called Appraisal Framework: “Observations should come from multiple and independent sources to ensure that they do not reflect just one person’s perspective concerning the appraised entity’s processes. Participants in presentations and interviews may be biased by the comments others make; therefore, observations should also be supported by data from multiple data collection sessions”. And to ensure validity Dunaway et al. (1996, page 9) also set up three rules for the validation (quality) of data: “(1) Observations are based on data from at least two independent sources, e.g., two separate people or a person and a document. (2) Observations are based on data obtained during at least two different data gathering sessions. (3) Observations are confirmed by at least one data source reflecting work actually being done, e.g., an implementation level document or an interview with a person who is performing the work.”

So CMM employs both detached observation mode and secondary sources. Furthermore CMM requires at least one person from the organization being appraised to be part of the appraisal team (Dunaway 1996, page 7-8): “The team shall consist of a minimum of 4 and a maximum of 10 team members. At least one team member must be from the organization being assessed.” Thus CMM also employs the participant observer mode to a certain degree.

Bootstrap is a little different from CMM. Detached observation mode is used as the main mechanism for observation as typically 2 assessors go into the organization and use group interviewing and 2
questionnaires as their main data collection mechanism (Kuvaja et al. 1994, chapter 7)

Six Sigma – Six Sigma is strongly anchored to objective measurements. The data that is used to determine the improvement deliverables is expected to be repeatable and non-subjective. Consequently, Six Sigma is tightly anchored to the idea of instruments. Observations are preliminaries necessary to discover good measurement instruments. Six Sigma assumes that observers who discover and operate these instruments are detached even though they may actually be participants. Participant bias would interfere with the objective measurements required to prove six sigma improvements. The affinity for Six Sigma is toward detached observation and secondary data. Examples of such six sigma observations include hold time per incoming call, minutes to board an airplane, units exceeding target cost, etc. While the focus of six sigma improvement is quantitative, it does incorporate some less structured qualitative data in the form of customer contacts and interviews for the purposes of establishing customer needs. Objectivity still prevails as an assumption behind the collection of this data.

ISO 9000 typically is carried out by certified auditors coming from outside. They observe the organization for a period of time, and based on their interpretation of what is happening they certify or fail the organization under study.

BSC – Like Six Sigma, BSC aims at highly objective measurements. The improvement strategy is a matrix of four sets of objectives, and each must be associated with clear performance measures. The assumption is one of objective proof; the improvement setting is shown to have improved by these clear measures. The measures must also support a clear target value for the measures: A goal for the improvement efforts. Questionnaires and secondary data are prevalent among the ideal observations. Thus the normal mode of observation would be detached.

The Business Excellence Model EFQM encourages the Participant Observer Mode in the form of Self Assessments (2003a): “Adoption of the process of Self-Assessment is EFQM’s recommended strategy for improving performance ... applied rigorously, Self-Assessment will help organisations, large and small, in the private and public sectors, work more effectively”. Self-Assessment is a comprehensive, systematic and regular review of an organisation’s activities and results referenced against the EFQM Excellence Model. So the idea is that you take the EFQM Excellence Model, answer a number of questions on your organization’s activities and results, and then you know what to do come closer to or achieve excellence - You know where you are un-balanced today.

EFQM, however, also is used as part of National Quality Awards. A company can ask to be taken into consideration for an award. And then a couple of outside-assessors will visit the company and use the EFQM-model to assess the organisation. So in this case the Detached Observation Mode is applied.

Finally Juran focuses on measurable data that can be used for statistical analysis. Typically the data will be collected by people in the organization aiming at improving quality.

5 Analysis

The mode of analysis is the perspective and techniques used to plan the sense-making activities that follow from the collection of data. This analysis might take place as a phase of activity following observation, or it might be continuous or iterative during the project. The analysis mode is the way in which the process improvement practitioners structure, organize, compile and summarize the often voluminous data collected during the project. Analysis usually aims to discover partitions or categorical classes in the improvement setting.

1. Partition – This technique uses the data to divides the improvement setting into component parts. It involves analyzing the organization into parts according to each part’s functions, behavior or outputs.

2. Classification – This technique uses the data to discover categories of events, activities, or other phenomena in the improvement setting. Classification is central to systematics, the study and building of taxonomies.

There are many ways to approach such analyses. Here are some of the common techniques from the
natural and social sciences:

1. Quantitative Statistics – These techniques encompass the various mathematical transformations used to compile numeric data into descriptive or inferential abstractions of the improvement setting.

2. Subjective Interpretation – Interpretive analysis springs from the knowledge and experience of the analysts and is usually applied to unstructured qualitative or textual data. Analysts can use logical argumentation in discovering patterns in the data. Alternative interpretive approaches might be more historic in nature, seeking stories or scenarios. There are also cyclical or iterative approaches to interpretation, such as hermeneutics or critical analysis, which recognize the emergent nature of interpretation.

3. Content Analysis – This is one of a number of techniques for converting qualitative data to quantitative data. Conceptual representations in the form of words or phrases are identified, located and counted for further statistical analysis using either descriptive (frequency counts) or analytical (collocation analysis) arithmetic manipulation.

4. Change Analysis – This technique involves isolating and identifying the changes in an improvement setting over a period of time. Commonly used in participative approaches such as action research, change analysis reduces and structures qualitative data by separating organizational consistency from organizational variance.

Improvement models may incorporate an explicit toolkit of analytical techniques. Tools in this toolkit may range widely across techniques such as those above, or they could focus in a central area, such as statistical analysis. In cases where a model incorporates a toolkit concept, there still may be a preferred tool, or a subset of preferred tools, that are most clearly consistent with the forms of observation promoted by the model.

### 5.1 Analysis examples

In CMM the analysis activity is mainly about consolidating information into a manageable set of observations that then can be categorized with reference to the KPAs of the CMM. Dunaway et al. (1996, p. 20) tells: "The team must reach consensus on the validity of observations and whether sufficient data in the areas being investigated have been collected. It is the team’s responsibility to obtain sufficient information to cover the organization, the software development life cycle, and the CMM components within the assessment scope before any rating can be done…". When that is done each KPA is rated satisfied or unsatisfied. All the KPAs at one level must be satisfied for the organization to achieve a given level on the 1-5 CMM scale.

Bootstrap is very much alike CMM in that the assessors should agree on validity of observations. But then the likeliness tops. In Bootstrap each process is rated on a 1 to 5 scale using not only whole numbers but also quartiles. I.e. the outcome of the project management process can be 2.25. A fairly complicated algorithm is used to go from the approximately 200 answers in the Bootstrap questionnaire to the rating (cf. Kuvaja et al., 1994, page 83-84).

Six Sigma – Consistently with the focus on objective, quantitative data, six sigma values statistical forms of analysis. The preliminaries to these statistics, such as an interpretive analysis to define categories or classifications for statistical data analysis, seem to be regarded as somewhat obvious and intuitive. While little attention is paid to the development of classifications from the data, the analysis of these classes is pre-eminent. Classifications might be weighted for priority ordering or analysts apply statistical techniques to the data to develop Pareto diagrams, histograms, time-series plots, correlation diagrams, and other forms of quantitative analysis.

BSC – Similarly, high-quality quantitative measures are valued. Mathematical and statistical analyses are most valued. Performance ratios and descriptive or analytical statistics from survey analysis are seen as good examples of BSC analysis.

For the Juran model, ISO 9000 and EFQM see text under “Observation examples".
5.2 Modes of Observation and Analysis

If we want to distinguish between modes of analysis the obvious distinction comes from the use of mathematical forms of model, like statistics. Some improvement models focus on such quantitative measures. Alternatively, other models are oriented toward highly unstructured forms of analysis. These models are sometimes oriented toward learning through interpretive or logical analysis of interviews, studies of organizational memoranda, texts, etc.

The modes of observation and analysis can be shown together in a 2-by-2 matrix. Interestingly, it seems that modes of observation and modes of analysis is not correlated. Thus we can identify normative models in all the 4 quadrants as shown in figure 2.

![Figure 2: Observation and Analysis types combined for normative models of improvement](image)

6 Synthesis

The synthesis mode is the perspective and techniques used to draw conclusions from the analyzed data. It regards the way in which recommendations are synthesized from the analytical compilations of the observations. The synthesis process links the analysis back to the agenda of the improvement model by developing the recommendations that are the goals of the entire process. The social and natural sciences incorporate a wide variety of such synthesis forms, except that these are seen as operations at the theoretical level rather than the empirical level.
Some authorities do not distinguish the analysis and synthesis modes. When the synthesis of recommendations from analytical structures becomes conflated into a single process authors will regard both activities as analysis. It is not difficult, however, to logically separate the two activities post hoc. Since consistency is important for the purposes of comparing the improvement models, we will consistently distinguish these separate modes.

Examples of how synthesis can be carried out are:

- **Modelling** – Explicit or implicit models are the most common distillation of analytical data. Stage, phase, or cycle models describe the processes for improvement. Causal models describe antecedents of desirable or undesirable states or outcomes. Theoretical models describe relationships between concepts discovered in the analysis. Next to the creative leap, modelling is the most common form of synthetic process where objective assumptions temper the reliance on the experience and knowledge of the analysts.

- **Causal Maps** – There are many different forms of modelling, but causal modelling is certainly important among them. Causal modelling can take such forms as influence diagrams, causal flow diagrams, and causal maps. Causal maps provide a good example of how causal modelling applies to interpretive analysis. These maps usually illustrate the interconnected nature of events and activities, and show how these are dependent on one another as precedents.

- **Solution Checklist** – Because the synthesis mode must sometimes map the analysis onto a predefined agenda of improvement solutions, the synthesis may be seen as a simple process of selecting the recommendations from a predefined inventory of known solutions. Some improvement models implement the “Law of the Hammer,” i.e., if the only allowable tool is a hammer, then somehow every problem must be converted into a nail (Weinberg, 1985, p. 53). In this case, the synthesis mode provides a means by which to deduce one of the checklisted solutions from the analysis of the improvement setting.

- **Action Research** – Synthesis of recommendations can also arise from practical activity within the improvement setting. Tightly related to participant observation and change analysis, action researchers experiment with improvement recommendations in small steps. Such synthesis embraces a “learn-by-doing” that seeks to anchor its recommendations in the experience of the particular improvement setting at-hand. The synthesis emerges from the improvement process in an unstructured, but obvious way.

- **Creative Leap** – Many approaches will regard synthesis as a taken-for-granted human activity that will not benefit from formal structuring. With the data analysis at-hand, the indications for recommended improvement strategies will be somewhat obvious to the experienced practitioner.

In general these examples of synthesizing form two different types. The first one we could call „Synthesis Model” meaning that there is a distinct model that we use for synthesis. The first three examples above would fall in this category. The second one we could call „Know how” where it is more or less tacit how the synthesis happens. The two last examples above would often fall under this type.

### 6.1 Synthesis examples

At the end of a CMM appraisal a conclusion is synthesized that is then presented to the sponsors Dunaway et al. (1996, p. 11): “A final findings briefing must be given to the sponsor that presents the strengths and weaknesses of each KPA within the assessment scope, as well as a KPA profile that indicates whether KPAs are satisfied, unsatisfied, not rated, or not applicable.”

In Bootstrap the synthesis is made from a matrix of maturity and business goals. A process that is rated important in business terms and at the same measured to be weak using the 1 to 5 scale will be a top priority for improvement. However, the description of how to rate business importance is not rigorously described but mainly left to the knowledge of the assessors.

Six Sigma – The analytical concepts get refined into causal hypotheses as part of a cyclical process called a “root cause hypothesis/analysis” cycle. These hypotheses are partly represented in a causal model called a cause-and-effect diagram. The synthesis also includes process mapping, a form of
The synthesis culminates with a three-stage “solution statement” creation process. Stage one is idea generation, stage two is the generation of a variety of solutions, and stage three is a solution selection process. Six Sigma offers a bit of variety in the way it structures synthesis, and recognizes the importance of causal modelling as an outcome of the objective analysis. However, the solution statement structure values the creative leap by knowledgeable and experienced professionals to provide the final link between the analysis and the agenda of recommendations.

For the synthesis Juran is close to Six Sigma. Synthesis is done using a statistical model of variation. But the recommendation is not given. It depends.

BSC – The synthesis activities are framed by the need to set strategies, objectives and targets. In addition clear performance measures must be discovered. In the early BSC cycles, benchmarking organizational performance measures against external standards (such as competitors) is particularly important. As the process matures, focus shifts toward a process of “strategic learning,” an unstructured advance of strategies, objectives and targets as the organization improves. Synthesis also has a focus on strategic alignment, the need to align organizational resources in order to foster the various initiatives and achieve the targets.

In the ISO 9000 model before 2000 there was a typical recommendation set, namely that one or more of the 20 clauses was not fulfilled and had to be corrected. With the new 2000-version of ISO 9000 and its focus on continuously improving there is no finite set of recommendations. It depends. And it is left to the interpretation of the auditors to decide on what.

Finally the Business Excellence model EFQM has a finite set of recommendations, namely to improve what is missing in relation to the “correct” balance described in a model that also is used for deriving the synthesis.

### 6.2 Modes of Synthesis

The modes of synthesis are analyzed along two dimensions in Figure 3. The first dimension is based on whether the recommendation set is predefined by the improvement approach. Some approaches have a tightly structured menu of possible recommendations. Other approaches only loosely describe the kinds of recommendations that are possible from the process. The second dimension – that we discussed earlier in this section - distinguishes the degree to which the recommendations leap from the analysis in a highly creative fashion. Some approaches assume that an experienced practitioner will just somehow know how to translate the analysis into concrete recommendations for improving the software processes. Others provide a model of the possible analytical outcomes and the meanings of these outcomes in terms of possible recommendations. This latter form of synthesis provides formulas for distilling recommendations from the analyses.


7 Discussion and conclusion

There are clearly a number of different models for improving software organizations. Each model has distinct activities regarding its agenda, observation mode, analysis mode and synthesis modes. These characteristic dimensions can be combined and used to classify the approaches. But how can the framework be used in practice?

7.1 Using our framework in practice

We have developed a framework that can help organizations make sense of different normative models, and link them to their improvement goals. Our framework distinguishes between four significant dimensions: agenda, observation, analysis and synthesis. These dimensions can be used to help you examine your organization’s needs and then select an appropriate improvement model in an informed and systematic way.

In the concrete you should try to place your own organization, its values and beliefs in the framework. Let us take agenda as an example. A universal perspective puts its faith in maturity models such as CMM and Bootstrap. More generally, the universal perspective focuses on models of best practices and, consequently, models of general software-process problems. A situated perspective on the other hand focuses on what software practitioners and their managers perceive as problems in the software process.
Furthermore you should consider what end goal you have in mind? Do you for example believe that CMM level 5 is an attractive state-of-the-practice in your organization? In general directed normative models provide an organizational direction toward better and better software development. Such models assume that the organization is in a software development “state” and has the opportunity to change to an improved state. Usually, this goal also assumes that there will be further opportunities to improve so the improvement process is seen as progressive. On the other hand balanced normative models have a clear aim toward building a value system for software quality among other important organizational values. A balancing strategy assumes that something is missing in the software development organization: some activity, value, or element that must be added or restored in order to improve the software process.

You should then continue to observation. At one end you find the detached observation that relies on some kind of assistance from outside actors, such as process or measurement consultants, to appraise the organization. The assistance from outside is often organized as a specific project with a start date and an estimated completion date. At the other end you have the participant observation where you as part of your daily work in organization implements appraisals of the routine software work carried out by the employees in the organization.

Again you should ask yourself: Which type of observation suits my values and beliefs best? Next you go to analysis and synthesis modes. Here the questions are: Will I rely on statistics or interpretation? Do I need a synthesis model, or will I rely on people being knowledgeable enough to tacitly synthesize results? And do I prefer a normative model with a given outcome – in the form of a predefined finite set of recommendations?

After having answered all these questions you are probably in a situation where the four dimensions in our framework point to different normative models. In this situation our recommendation would be to follow the advice from the agenda dimension simply because that is the most fundamental of the four dimensions.

### 7.2 Conclusion

We have now presented a framework for comparing and contrasting alternative models for improving software organizations. The framework provides an analytical classification of the activities and scope of improvement schemes. Building on this classification, we can characterize the agenda in normative models according to two dimensions. One dimension distinguishes the kinds of improvement goals: a goal of balancing the organization as distinguished from a goal of directing the organization. A second dimension distinguishes the assumptions about the improvement venue: a venue in which a universal model defines the improvement setting as distinguished from an idiographic or situated problem that defines the improvement setting. Furthermore we can characterize normative models in relation to how they observe, analyze and synthesize.
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